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Abstract 
 

The rapid proliferation of network systems and mobile computing applications has changed the 

landscape of network security. The recent denial of service attacks on major Internet sites has 

shown that no open computer network is immune from intrusions. The inefficiency, inaccuracy and 

high false alarm rate of existing network security systems posed serious problems to network 

users, network administrators and security professionals and needs urgent redress. The traditional 

way of protecting network systems with firewalls and encryption software is no longer sufficient 

and effective, and there is an urgent need for new architecture and mechanism to protect network 

systems and mobile computing applications. Therefore, the purpose of this study is to develop an 

efficient model of network intrusion detection system using layered framework with conditional 

random fields that is capable of overcoming the apparent shortcomings of the present network 

intrusion detection systems. In this paper, the security system was developed using the structured 

system analysis and design methodology (SSADM). Furthermore, a simple, scalable, customizable 

and intelligent layered conditional random field based network intrusion detection system 

(LCRFNIDS) for detecting network based attacks was successfully implemented. This system will 

play a key role in controlling intruders’ activities by detecting network based attacks reliably and 

efficiently. Specifically, in this system: an automated network monitoring system was implemented 

for monitoring packet broadcast from unauthorized internet protocol (IP) addresses, usual packet 

size, unauthorized packet transmission and packet broadcast to unauthorized IP addresses In 

general, the developed system was tested and found to be very effective for detecting and alerting 

intruder’s activities in the network systems in order to establish a secured network system that will 

enhance business continuity and preserve organizations’ vital and sensitive information. The result 

of this study will help to proactively address potential security vulnerabilities by detecting attacks 

and security policy violations reliably and efficiently in network systems. 

 
 Keywords: layered framework, conditional random fields, layered conditional random fields, 

network intrusion detection system, intrusion detection techniques, security vulnerabilities, 
intrusion detection system, network security system 
 

 

 

1. Introduction 
Network security system has been 

a major concern since computer networks 
evolved. Since the evolution of the 
internet, there has been an increasing need 
for effective network security systems. 
Hazem and Nikod stated that one 

important type of security software that 
has emerged since the evolution of the 
internet is intrusion detection system (IDS) 
in [1]. They further asserted that network 
intrusion detection systems (NIDSs) are 
the most efficient way of defending 
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against network-based attacks aimed at 
computer systems. In [2], the authors 
asserted that network intrusion detection 
systems are used in almost all large-scale 
information technology infrastructures. 

According to the authors in [3], the 
problem of detecting intrusions, 
anomalies, and other forms of computer 
abuses can be viewed as finding non-
permitted deviations or security violations 
of the characteristic properties in the 
monitored network systems. This 
assumption is based on the fact that 
intruders' activities must be different in 
some ways from the normal users' 
activities. However, in most situations, it is 
very difficult to realize and detect such 
differences before any damage occurs 
during break-ins.  

The widespread use of information 
stored and processed on network-based 
systems in most businesses and their 
associated vulnerabilities have increased 
the necessity for protecting these systems, 
and most businesses are constantly 
experiencing new threats and 
vulnerabilities in their applications. 
Therefore, trying to keep up with emerging 
threats, applying patches against known 
vulnerabilities, updating antivirus 
software, updating firewall rules and all of 
the other security measures can have a 
network or security administrator working 
24 hours a day, 7 days a week, 365 days a 
year with no vacation [4]. Thus, there is a 
crucial need to address security issues that 
affect networks. It is equally vital to be 
able to carefully examine the mountains of 
potential threats and determine which ones 
truly affect the network so that time and 
resources can be put to the most efficient 
use. 

However, Intrusion Detection 
Systems (IDSs) are now an essential 
component in the overall network and 
information security arsenal. An intrusion 
detection system (IDS) is a device or 
software application that monitors network 
and system activities for malicious 
activities or policy violations and produce 

reports to a management station [5]. 
Detecting intrusions in networks and 
applications has become one of the most 
critical tasks to prevent their misuse by 
attackers. The cost involved in protecting 
these valuable resources is often negligible 
when compared with the actual cost of a 
successful intrusion, which strengthens the 
need to develop more powerful network 
intrusion detection system. Intrusion 
detection started in 1980’s and since then a 
number of approaches have been 
introduced to build intrusion detection 
systems [6] and [7]. According to Kapil,  
Baikunth, Kotagiri, and Ashraf [8], 
intrusion detection is still at its infancy and 
naive attackers can launch powerful 
attacks which can bring down an entire 
network. They further noted that the rapid 
advancement in the network technologies 
including higher bandwidths and ease of 
connectivity of wireless and mobile 
devices has changed the focus of intrusion 
detection from simple signature matching 
approaches to detecting attacks based on 
analyzing contextual information which 
can be specific to individual networks and 
applications. As a result, anomaly and 
hybrid intrusion detection approaches have 
gained significance, however, present 
anomaly and hybrid detection approaches 
suffer three major setbacks; limited attack 
detection coverage, large number of false 
alarms and inefficiency in operation. 
Therefore, the purpose of this paper is to 
develop an efficient model of network 
intrusion detection system using layered 
approach with conditional random fields 
that is capable of overcoming the apparent 
shortcomings of the present anomaly and 
hybrid network intrusion detection 
systems. 
 
2. Problem Definition 

There exist various problems that 
induce the complexity of detection systems 
such as low detection accuracy, 
unbalanced detection rates for different 
attack types and high false alarms.  
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Present networks and applications 
are drastically faced with three significant 
factors which severely restrict the utility of 
present anomaly and hybrid intrusion 
detection systems. The three factors are; 
limited attack detection coverage, large 
number of false alarms and inefficiency in 
operation. 

Present anomaly and hybrid 
intrusion detection systems have limited 
attack detection capability, suffer from a 
large number of false alarms and cannot be 
deployed in high speed networks and 
applications without dropping audit 
patterns. Hence, most existing network 
intrusion detection systems such as Bro, 
Snort and others are developed using 
knowledge engineering approaches where 
domain experts can build focused and 
optimized pattern matching models [6]. 

It is true that such systems result in 
very few false alarms, but are specific in 
attack detection and often tend to be 
incomplete. As a result, their effectiveness 
is limited. Furthermore, due to their 
manual development process, signature 
based systems are expensive and slow to 
build. Thus, this paper addresses these 
apparent shortcomings and develops a 
better model of network intrusion 
detection system using layered conditional 
random fields, which is accurate in attack 
detection, efficient in operation and has 
wide attack detection coverage. 
 
3. Intrusion Detection System (IDS)  

 Overview 
An intrusion is when anyone, 

usually a hacker, attempts to break into or 
misuse a computer system. An Intrusion 
Detection System (IDS) is a system for 
detecting such intrusions. A network IDS 
will continually monitor packets on a 
network wire and attempt to discover 
whether a break into the system has been 
attempted. The IDS can also try to 
determine other intrusions such as an 
attempt to cause a ‘denial of service’ 
attack to freeze the ability of the network 
to handle data traffic. In some cases, IDS 

may be able to respond to anomalous or 
malicious traffic by taking action, such as 
reconfiguring a remote firewall in order to 
block a user’s IP address or port from 
gaining access into a network. 

SANS Institute [9] defined 
intrusion detection as the act of detecting 
inappropriate, inaccurate or anomalous 
activity. The mechanism responsible for 
this task is known as intrusion detection 
system.  

Intrusion can be defined as any set 
of actions that attempt to compromise the 
integrity, confidentiality or availability of 
a resource. Intrusion leads to violations of 
the security policies of a computer system, 
such as unauthorized access to private 
information, malicious break-in into a 
computer system, or rendering a system 
unreliable or unusable [10]. 

IDS can run on the target machine 
watching its own traffic (host-based), 
usually integrated with the stack and 
services themselves. Only packets from 
the device are monitored and they will 
provide alerts when suspicious activity is 
detected. Alternatively, IDS can run on an 
independent machine promiscuously 
watching all network traffic (network-
based). The IDSs are placed at strategic 
points within the network to provide 
maximum monitoring of all inbound and 
outbound traffic. There are IDSs that 
detect intrusions based on specific 
signatures of known malicious threats - 
similar to how most antivirus software 
protect against malware. On the other 
hand, there are IDSs that detect intrusion 
based on comparing traffic patterns against 
a baseline and looking for anomalies. The 
baseline will identify what can be 
considered "normal" for that network, and 
that includes protocols, services, ports and 
IPs used. This type of IDS will alert 
against traffic that are anomalous, or 
significantly different, from the established 
baseline [11]. Additionally, there are 
passive IDSs and reactive IDSs. Passive 
IDS simply detects intrusion and alerts the 
appropriate personnel, who will decide 
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which actions to take next. Reactive IDS 
will not only detect suspicious network 
traffic, but will also take pre-defined 
proactive actions as a response to the 
detected intrusion. Typically, this reaction 
involves blocking any further network 
traffic from the IP address or user of the 
network connection. 

Best practices for securing a 
network include a need to implement IDS 
in order to monitor inbound and outbound 
traffic in the network. IDS can identify 
suspicious and malicious traffic which has 
somehow managed to bypass the firewall. 
In addition, IDS will be able to detect 
intrusion that originates from inside the 
network.  
 A full-blown network security 
system should include the following 
subsystems: 

• Intrusion Detection 
Subsystem: Distinguishes a potential 
intrusion from a valid network operation. 

• Protection Subsystem: 
Protects the network and security system 
itself from being compromised by the 
network intrusions. 

• Reaction Subsystem: This part 
either traces down the origin of an 
intrusion or fights back the hackers. 
 The focus of this paper is on the 
intrusion detection subsystem, which 
constitutes the first line of defense for a 
computer network system.  There are a 
number of approaches in this field.  Most 
of them fall into three primary categories: 
anomaly detection, misuse detection and 
hybrid detection. 
 The anomaly detection approach is 
based on a model of normal activities in 
the system.  This model can either be 
predefined or established through 
techniques such as machine learning.  
Once there is a significant deviation from 
this model, an anomaly will be reported.  
By contrast, a misuse detection approach 
defines specific user actions that constitute 
a misuse and uses rules for encoding and 
detecting known intrusions [12].  The 

hybrid detection approach uses a 
combination of anomaly and misuse 
detection techniques. 

Intrusion detection system is a 
critical component in the network security 
arsenal. Security is often implemented as a 
multilayer infrastructure and different 
approaches for providing security can be 
categorized into the following six areas 
[13]: 
i) Attack Deterrence – Attack deterrence 
refers to persuading an attacker not to 
launch an attack by increasing the 
perceived risk of negative consequences 
for the attacker. Having a strong legal 
system may be helpful in attack 
deterrence. However, it requires strong 
evidence against the attacker in case an 
attack was launched. Research in this area 
focuses on methods such as those 
discussed in [14] which can effectively 
trace the true source of attack as very often 
the attacks are launched with spoofed 
source IP address.  
ii) Attack Prevention – Attack prevention 
aims to prevent an attack by blocking it 
before an attack can reach the target. 
However, it is very difficult to prevent all 
attacks. This is because, to prevent an 
attack, the system requires complete 
knowledge of all possible attacks as well 
as the complete knowledge of all the 
allowed normal activities which is not 
always available. An example of attack 
prevention system is a firewall [15]. 
iii) Attack Deflection – Attack deflection 
refers to tricking an attacker by making the 
attacker believe that the attack was 
successful though, in reality, the attacker 
was trapped by the system and deliberately 
made to reveal the attack. Research in this 
area focuses on attack deflection systems 
such as the honey pots [4]. 
iv) Attack Avoidance – Attack avoidance 
aims to make the resource unusable by an 
attacker even though the attacker is able to 
illegitimately access that resource. An 
example of security mechanism for attack 
avoidance is the use of cryptography [16]. 
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Encrypting data renders the data useless to 
the attacker, thus, avoiding possible threat. 
v) Attack Detection – Attack detection 
refers to detecting an attack while the 
attack is still in progress or to detect an 
attack which has already occurred in the 
past. Detecting an attack is significant for 
two reasons; first the system must recover 
from the damage caused by the attack and 
second, it allows the system to take 
measures to prevent similar attacks in 
future. Research in this area focuses on 
building intrusion detection systems. 
vi) Attack Reaction and Recovery – 
Once an attack is detected, the system 
must react to an attack and perform the 
recovery mechanisms as defined in the 
security policy. Tools available to perform 
attack detection followed by reaction and 
recovery are known as intrusion detection 
systems. However, the difference between 
intrusion prevention and intrusion 
detection is slowly diminishing as the 
present intrusion detection systems 
increasingly focus on real-time attack 
detection and blocking an attack before it 
reaches the target. Such systems are better 
known as Intrusion Prevention Systems. 
 
4. Review of Related Work 

The field of intrusion detection and 
network security has been around since 
late 1980s. Since then, a number of 
methods and frameworks have been 
proposed and many systems have been 
built to detect intrusions. Various 
techniques such as association rules, 
clustering, naive Bayes classifier, support 
vector machines, genetic algorithms, 
artificial neural networks, and others have 
been applied to detect intrusions. In this 
section, these techniques and frameworks 
are briefly discussed. 

Lee et al introduced data mining 
approaches for detecting intrusions in [17], 
[18] and [19]. Data mining approaches for 
intrusion detection include association 
rules and frequent episodes, which are 
based on building classifiers by 
discovering relevant patterns of program 

and user behavior. Association rules and 
frequent episodes are used to learn the 
record patterns that describe user behavior 
[20]. These methods can deal with 
symbolic data, and the features can be 
defined in the form of packet and 
connection details. However, mining of 
features is limited to entry level of the 
packet and requires the number of records 
to be large and sparsely populated; 
otherwise, they tend to produce a large 
number of rules that increase the 
complexity of the system [21]. 

Data clustering methods such as 
the k-means and the fuzzy c-means have 
been applied extensively for intrusion 
detection in [22] and [23]. One of the main 
drawbacks of the clustering technique is 
that it is based on calculating numeric 
distance between the observations, and 
hence, the observations must be numeric. 
Observations with symbolic features 
cannot be easily used for clustering, 
resulting in inaccuracy. In addition, the 
clustering methods consider the features 
independently and are unable to capture 
the relationship between different features 
of a single record, which further degrades 
attack detection accuracy. 

Naive Bayes classifiers have been 
used for intrusion detection in [24].  
However, Naive Bayes classifiers make 
strict independence assumption between 
the features in an observation resulting in 
lower attack detection accuracy when the 
features are correlated, which is often the 
case for intrusion detection. 

Bayesian network can also be used 
for intrusion detection in [25]. However, 
Bayesian network for intrusion detection 
tend to be attack specific and build a 
decision network based on special 
characteristics of individual attacks. Thus, 
the size of a Bayesian network increases 
rapidly as the number of features and the 
type of attacks modeled by a Bayesian 
network increases. Hidden Markov Models 
(HMMs) have been applied to detect 
anomalous traces of system calls in 
privileged processes [26]. However, 
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modeling the system calls alone does not 
always provide accurate classification and 
in such cases, various connection level 
features are ignored. Furthermore, HMMs 
are generative systems and fail to model 
long-range dependencies between the 
observations [27].  

In [24], decision trees are used for 
building intrusion detection system. The 
decision trees select the best features for 
each decision node during the construction 
of the tree based on some well-defined 
criteria. One such criterion is to use the 
information gain ratio, which is used in 
C4.5. Decision trees generally have very 
high speed of operation and high attack 
detection accuracy. 

In [28] and [29], the used of 
artificial neural networks for network 
intrusion detection are discussed. Though 
the neural networks can work effectively 
with noisy data, they require large amount 
of data for training and it is often hard to 
select the best possible architecture for a 
neural network. Also, support vector 
machines are used for detecting intrusions 
[29]. Support vector machines map real 
valued input feature vector to a higher 
dimensional feature space through 
nonlinear mapping and can provide real-
time detection capability, deal with large 
dimensionality of data, and can be used for 
binary-class as well as multiclass 
classification. Other approaches for 
detecting intrusion include the use of 
genetic algorithm and autonomous and 
probabilistic agents for intrusion detection. 
These methods are generally aimed at 
developing a distributed intrusion 
detection system. 

In [30], a framework known as 
Collaborative Intrusion Detection System 
(CIDS) which describe the collaborative 
use of network-based and host-based 
systems to overcome the weakness of a 
single intrusion detection system was 
proposed. Tombini, et al discussed 
intrusion detection systems that employ 
both signature-based and behavior-based 
techniques known as hybrid intrusion 

detection systems in [31]. In [19], the 
authors describe a data mining framework 
for building adaptive intrusion detection 
models. In [32], the authors discussed 
distributed intrusion detection framework 
based on mobile agents. 

The most closely related work, to 
this study, is that of [17], [18] and [19]. 
They, however, consider a data mining 
approach for mining association rules and 
finding frequent episodes in order to 
calculate the support and confidence of the 
rules separately. Instead, in this study, 
features are selected from the observations 
as well as from the previous labels and 
sequence labeling performed via the 
conditional random fields to label every 
feature in the observation. This setting is 
sufficient for modeling the correlation 
between different features of an 
observation.  
         This study was also compared with 
that of [33], in their research titled 
“Detecting Anomalies in Network Traffic 
Using Maximum Entropy Estimation,” 
which describes the use of maximum 
entropy principle for detecting anomalies 
in the network traffic. The key difference 
between study in [33] and this study is the 
high rate of false alarms generated by the 
system in [33], while the system developed 
in this study drastically reduced the false 
alarms to the least minimum, if not 
completely eliminated.  Second, the 
system developed in [33] fails to model 
long-range dependencies in the 
observations, which can be easily 
represented in the model developed in this 
study. The study also integrates the 
Layered Approach with the Conditional 
Random Fields to gain the benefits of 
computational efficiency and high 
accuracy of detection in a single system. 

In this study the Layered Approach 
will be compared with the studies in [31], 
[34] and [35]. In [31], the authors apply a 
combination of anomaly and misuse 
detectors for better qualification of 
analyzed events. In [34], the authors use a 
combination of “weak” classifiers. The 
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individual classification power of weak 
classifiers is slightly better than random 
guessing. The authors show that a number 
of such classifiers when combined using 
simple majority voting mechanism, 
provide good classification. The authors in 
[35] describe the combination of “strong” 
classifiers using stacking, where the 
decision tress, naive Bayes, and a number 
of other classification methods are used as 
base classifiers. The authors show that the 
output from these classifiers can be 
combined to generate a better classifier 
rather than selecting the best one. 
However, this study is not based upon 
classifier combination. Combination of 
classifiers is expensive with regard to the 
processing time and decision making. The 
purpose of classifier combination is to 
improve accuracy. Rather, this system is 
based upon serial layering of multiple 
detectors. The results from individual 
classifiers at a layer are not combines at 
any later stage in the Layered Approach, 
and hence, an attack can be alerted at the 
layer where it is detected. There is no 
communication overhead among the layers 
and the central decision-maker. In 
addition, since the layers are independent 
they can be trained separately and 
deployed at critical locations in a network 
depending upon the specific requirements 

of a network. Using a stacked system will 
not give the advantage of reduced 
processing when an attack is detected at 
the initial layers in the sequential model. 

This review shows the 
effectiveness of Conditional Random 
Fields (CRFs) and layered framework for 
building robust network intrusion 
detection system that is accurate in attack 
detection and performs efficiently. 
 
5. Layered Framework For Intrusion  

     Detection 
The Layered Network Intrusion 

Detection System (LNIDS) draws its 
motivation from the Airport Security 
model, where a number of security checks 
are performed one after the other in a 
sequence. Similar to this model, the 
LNIDS represents a sequential Layered 
Approach and is based on ensuring 
availability, confidentiality, and integrity 
of data and services over a network. Figure 
1 below gives a generic representation of 
the framework 
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The goal of using a layered model is to 
reduce computational complexity and the 
overall time required to detect anomalous 
events. The time required to detect an 
intrusive event is significant and can be 
reduced by eliminating the communication 
overhead among different layers. This can 
be achieved by making the layers 
autonomous and self-sufficient to alert and 
block an attack without the need of a 
central decision-maker. Every layer in the 
LNIDS framework is trained separately 
and then deployed sequentially. In this 
paper, three layers are defined that 
corresponds to the three attack groups. 
They are DoS layer, R2L layer, and U2R 
layer. Each layer is then separately trained 
with a small set of relevant features. This 
implies that feature selection is very 
significant for the Layered Approach. In 
order to make the layers independent, 
some features may be present in more than 
one layer. The layers essentially act as 
filters that alert and block any anomalous 
connection, thereby eliminating the need 
of further processing at subsequent layers 
enabling quick response to intrusion. The 
effect of such a sequence of layers is that 
the anomalous events are identified and 
alerted as soon as they are detected. The 
second goal of the layered approach is to 
improve the speed of operation of the 
system. This results in significant 
performance improvement during both the 
training and the testing of the system. 
 In many situations, there is a trade-
off between efficiency and accuracy of the 
system and there can be various avenues to 
improve system performance. Methods 
such as naive Bayes assume independence 
among the observed data. This certainly 
increases system efficiency, but it may 
severely affect the accuracy. To balance 
this trade-off, the Conditional Random 
Fields that are more accurate, though 
expensive are used, while implementing 
the Layered Approach to improve overall 
system performance.  
 

6. Conditional Random Fields for  

      Intrusion Detection 
 Conditional models are 
probabilistic systems that are used to 
model the conditional distribution over a 
set of random variables. Such models have 
been extensively used in the natural 
language processing tasks. Conditional 
models offer a better framework as they do 
not make any unwarranted assumptions on 
the observations and can be used to model 
rich overlapping features among the 
visible observations. 
 Maxent classifiers [36], maximum 
entropy Markov models [37], and CRFs 
[27], are such conditional models. The 
advantage of CRFs is that they are 
undirected and are, thus, free from the 
Label Bias and the Observation Bias [38]. 
The simplest conditional classifier is the 
Maxent classifier based upon maximum 
entropy classification, which estimates the 
conditional distribution of every class 
given the observations [36]. The training 
data is used to constrain this conditional 
distribution while ensuring maximum 
entropy and hence maximum uniformity.  
 CRFs are undirected graphical 
models used for sequence tagging. The 
prime difference between CRF and other 
graphical models such as the HMM is that 
the HMM, being generative, models the 
joint distribution, whereas the CRF are 
discriminative models and directly model 
the conditional distribution, which is the 
distribution of interest for the task of 
classification and sequence labeling. 
 Similar to HMM, the naive Bayes 
is also generative and models the joint 
distribution. Modeling the joint 
distribution has two disadvantages. First, it 
is not the distribution of interest, since the 
observations are completely visible and the 
interest is in finding the correct class for 
the observations, which is the conditional 
distribution. Second, inferring the 
conditional probability from the modeled 
joint distribution, using the Bayes rule, 
requires the marginal distribution. To 
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estimate this marginal distribution is 
difficult since the amount of training data 
is often limited and the observation x 
contains highly dependent features that are 
difficult to model and therefore strong 
independence assumptions are made 
among the features of an observation. 
 This results in reduced accuracy 
[39]. CRFs, however, predict the label 
sequence y given the observation sequence 
x. This allows them to model arbitrary 
relationship among different features in an 
observation x [40]. CRFs also avoid the 
observation bias and the label bias 
problems, which are present in other 
discriminative models, such as the 
maximum entropy Markov models. This is 
because the maximum entropy Markov 

models have a per-state exponential model 
for the conditional probabilities of the next 
state given the current state and the 
observation, whereas the CRFs have a 
single exponential model for the joint 
probability of the entire sequence of labels 
given the observation sequence [27]. 
 The task of intrusion detection can 
be compared to many problems in machine 
learning, natural language processing, and 
bioinformatics. The CRFs have proven to 
be very successful in such tasks, as they do 
not make any unwarranted assumptions 
about the data. Hence, the CRFs are strong 
candidates for intrusion detection. See 
figure 2 below for graphical representation 
of a Conditional Random Field. 

 
Figure 2: Graphical Representation of a Conditional Random Field 

 

7. Integrating Layered Framework 

     with Conditional Random Field 
The two main requirements for an intrusion 
detection system include accuracy of 
detection and efficiency in operation. As 
discussed in Sections 5 and 6, respectively, 
the Layered framework can be 
implemented to improve the overall system 
efficiency, while the CRFs are effective in 
improving the attack detection accuracy by 
reducing the number of false alarms. 
Hence, a natural choice is to integrate the 
layered framework and conditional random 
fields to build a single system known as 

Layered Conditional Random Fields Based 
Network Intrusion Detection System 
(LCRFNIDS) that is accurate in detecting 
network based attacks and efficient in 
operation.  
 

8. Development Methodology 
The methodology adopted for the 

study and development of this system 
follows the internationally acceptable 
standards and ethics of software application 
development. 

In this paper, the structured system 
analysis and design methodology 
(SSADM) was adopted for the design of 
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the proposed system. The proposed system 
was designed using layered framework and 
conditional random fields, that is, 
integrating the layered framework with 
conditional random fields to form layered 
conditional random fields based network 
intrusion detection system. In the layered 
framework, a number of separately trained 
and sequentially arranged sub-systems are 
used in order to decrease the number of 
false alarms and increase the attack 
detection coverage. The layered framework 
enhances the building of hybrid network 

intrusion detection system, which can 
operates efficiently in high speed networks 
and can accurately detect a variety of 
attacks.  
  The layered conditional random 
fields will be used to capture the 
correlations among different features in the 
data and hence perform better when 
compared with other methods such as 
decision trees and naive bayes. This 
approach enhances the development of an 
efficient network intrusion detection system

. 
 

9. User Interface Design Of The Proposed System 
     The user interface design for the proposed system is as shown in figure 3 below: 
  Network Intrusion Detection System       X 

  View Log Categories      View Allowed IP Addresses 

 

 

 

 

 

 

 

        Start         Select IP Addresses              NIDS Operations  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: User Interface Design of the Proposed System 
  
The user interface or main window 
consists of the title of the application 
(Network Intrusion Detection System) and 
the close button (X), View Log Categories, 
View Allowed IP Addresses, Start/Stop, 
Select IP Addresses, NIDS Operations and 
the work space. The title of the application 

is Network Intrusion Detection System. 
The close button (X) is used to terminate 
the system if the user or operator is 
authorized to do so. The View Log 
Categories consist of the normal traffic log 
and attack log. All normal network traffics 
are stored on the traffic log and all attacks 
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detected are stored on the attack log. The 
start option is used to initiate the system. 
The Select IP Addresses option is used to 
select the required IP address or addresses. 
The NIDS operation option is used to 
choose NIDS operation to be performed at 
any point in time and to categorize the 
nature and type of network attacks, that is, 
there is an option to select the NIDS 

operation by simply clicking on the look 
down triangle in the NIDS operation 
windows. The operations include 
monitoring packet broadcast from 
unauthorized internet protocol (IP) 
addresses, monitoring unusual packet size, 
monitoring unauthorized packet 
transmission and monitoring packet 
broadcast to unauthorized IP addresses. 

 

10a. Data Flow Diagram of the Proposed Network Security System  
Figure 4 below is a level one data flow diagram of the proposed network security 
system.

 

 

 

10b. Data Flow Diagram Demonstrating the Flexibility in Utilizing the Proposed LCRFNIDS 
Figure 5 is a data flow diagram demonstrating the flexibility in utilizing the proposed Layered Conditional 

Random Fields Based Network Intrusion Detection System (LCRFNIDS). 
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11. Flowchart for the Proposed Network Security System  

               Figure 6 below is a flowchart for the proposed network security system
 



 

 

 
West African Journal of Industrial & Academic Research   Vol.12 No.1   December 2014         16 

 

            

Figure 6: Flowchart for the Proposed Network Security System

 

 

12. Result and Discussion  
     The result of this study shows that the 
Layered Conditional Random Fields Based 
Network Intrusion Detection System 
(LCRFNIDS) can be very effective in 
detecting the DoS, the U2R, and the R2L 
attacks. Feature selection for each layer 
enhances the performance of the entire 
system. The runtime performance of the 
model is comparable with other methods; 
however, the time required to train the 
model is slightly higher. It is also observed 
that feature selection not only decreases the 
time required to test an instance, but it also  
 

 
 
 
increases the accuracy of attack detection. 
This is because using more features than 
required can generate superfluous rules 
often resulting in fitting irregularities in the 
data, which can misguide classification. 
From the findings of the study, it was 
observed that the main strength of the 
method lies in detecting the DoS, the R2L 
and the U2R attacks, which are not 
satisfactorily detected by other methods.  

 The prime reason for better detection 
accuracy for the CRFs is that they do not 
consider the observation features to be 
independent. CRFs evaluate all the rules 
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together, which are applicable for a given 
observation. This results in capturing the 
correlation among different features of the 
observation resulting in higher accuracy. 
Considering both the accuracy and the time 
required for testing, the system scores better. 
The integrated system also has the 
advantage that any method can be used in 
the layers of the system. This gives 
flexibility to the user to decide between the 
time and accuracy trade-off. Furthermore, it 
is possible to increase or decrease the 
number of layers in the system depending 
upon the task requirement.  Finally, the 
system can be used for performing analysis 
on attacks because the attack category can 
be inferred from the layer at which the 
attack is detected and thus, the Layered 
CRFs are a strong candidate for building 
robust and efficient network intrusion 
detection systems.  
 
13. Conclusion 
     This study focused on the development 
of layered conditional random fields based 
network intrusion detection system 
(LCRFNIDS). In this study, the suitability of 
conditional random fields and layered 
framework for building robust and efficient 
model of intrusion detection system for 
network systems was examined. In 
particular, layered framework was 
introduced and a layered conditional random 
fields based network intrusion detection 
model was developed which addresses three 
critical factors that severely affect the large 
scale deployment of present anomaly and 
hybrid intrusion detection systems in high 
speed networks. The three factors are: 
i. Limited attack detection coverage; 
ii. Large number of false alarms and 
iii. Inefficiency in operation. 
     The study observed that layered 
framework can be used to build efficient 

intrusion detection systems. In addition, the 
framework offers ease of scalability for 
detecting different variety of attacks as well 
as ease of customization by incorporating 
domain specific knowledge. The framework 
also identifies the type of attack, hence, 
specific intrusion response mechanism can 
be initiated which helps to minimize the 
impact of the attack. 
     The study also observed that conditional 
random fields are a strong candidate for 
building robust and efficient network 
intrusion detection systems. Integrating the 
layered framework with the conditional 
random fields can be used to build effective 
and efficient network intrusion detection 
systems. Using conditional random fields as 
intrusion detectors result in a moderate false 
alarms and thus, the attacks can be detected 
with very high accuracy.  
     This study has addressed the dual 
problem of accuracy and efficiency for 
building robust and efficient network 
intrusion detection systems. In this study, 
the layered conditional random fields 
approach was compared with some well-
known methods and found that most of the 
present methods for intrusion detection fail 
to reliably detect denial of service attacks, 
root to local attacks and user to root attacks, 
while the integrated system developed in 
this study can effectively and efficiently 
detect such attacks. The developed system 
can help in identifying an attack once it is 
detected at a particular layer, which 
expedites the intrusion response mechanism, 
thus minimizing the impact of an attack. 
Finally, the developed system has the 
advantage that the number of layers can be 
increased or decreased depending upon the 
environment in which the system is 
deployed, giving flexibility to the network 
administrators and security professionals

.  
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