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Résumé. (French) Dans Ba textit et al. (2017), une théorie asymptotique nor-
male générale pour les estimateurs de mesures de divergence a été fournie. Ces
estimateurs sont construits a partir du processus empirique basé sur les des
ondelettes et concernait les mesures générales de divergence phi. Dans cet arti-
cle, nous étendons d’abord les résultats susmentionnés a des formes symétrisées
de mesures de divergence. Deuxiemement, les mesures de divergence Tsallis et
Renyi ainsi que les mesures de Kullback-Leibler sont étudiées en détail. La ques-
tion de l'applicabilité des résultats, basée sur 'hypothése de densités bornées, est
également abordée, conduisant a de futurs programmes informatiques.

1. Introduction

1.1. General Introduction

In this paper, we deal with divergence measures estimation using essentially
wavelets density function estimation. A great number of them are based on prob-
ability density functions (pdf). So let us suppose that we study the discrepancy
between two probability measures Q and L admitting pdf’s fo and fi, with respect
to a o-finite measure v on (R? B(R?)), which is usually the Lebesgue measure \q
(with A\; = )\) or a counting measure on R?. Among the most important divergence
measures, are the following

(1) The L2-divergence measure :

D@L = [ (fole) = fife) (o) 8

(2) The family of Renyi’s divergence measures indexed by o > 0, « # 1, known under
the name of Renyi-« :

1

o —

Dr.o(Q,L) = . log (/Rd 1§ (@) ﬁa(m)dy(m)> ) 2)

(3) The family of Tsallis divergence measures indexed by a > 0, a # 1, also known
under the name of Tsallis-« :

Pra(@L) = o1 ([ f@s 0 1) dvlo) @

(4) The Kullback-Leibler divergence measure

Drr(Q,L) = /Rd fo(z) log(fo(@)/ fu(x)) dv(z). (4)
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The latter, the Kullback-Leibler measure, may be interpreted as a limit case of
both the Renyi’s family and the Tsallis’ one by letting o — 1. As well, for « near 1,
the Tsallis family may be seen as derived from Dg ,(Q,L) based on the first order
expansion of the logarithm function in the neighborhood of the unity.

The results presented here are consequences of general results proved in Ba et al.
(2018). They directly concern symmetrized forms of divergence measures and spe-
cific asymptotic forms for the Tsallis and Renyi families and the Kullback-Leibler
measure with respect to different statistical procedures. A a consequence, the
general introduction of Ba et al. (2018), its motivations and its literature review
should be reconducted here, what we will avoid and refer the reader to this first
part of the paper.

As a matter of rule, from this point, the reader is supposed to have in hand the
first ten (10) pages of Ba et al. (2018). At this point we are going to present our
results of the specific divergence measures. We suppose that we have on our
probability space, two independent sequences :

(-) a sequence of independent and identically distributed random variables with
common pdf fp, :
Xla X27 (5)

(-) a sequence of independent and identically distributed random variables with
common pdf fp, :
Y1,Ys, ... (6)

To make the notations more simple, we write
f=/fexand g = fp,.

We focus on using pdf’s estimates provided by the wavelets approach. We will deal
on the Parzen approach in a forthcoming study. So, we need to explain the frame
in which we are going to express our results.

We recall that we are using the wavelets estimators. In the frame of this wavelets
theory, for each n > 1, we fix the resolution level depending on n and denoted by
j = jn, and we use the following estimator of the pdf f associated to X, based on
the sample of size n from X, as defined in (5),

Fala) = - K, (0, X0, @
=1

As well, in a two samples problem, we will estimate the pdf g associated to Y, based
of a sample of size n from Y, as defined in (6), by

n

1
gn(@) = — > Kj, (#,Y). ®)
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The aforementioned estimator is known under the name linear wavelets estimators.
They are fully detailed in the first part. We also denote

Ap = an - f”oov b, = ”gn _gHooa n2>1 9
Cn =0, Vb, Chm=0a,Vby,n>1 m2>1.

The results hold under the conditions in Theorem 2 in Ba et al. (2018) and those
conditions concern the wavelets constituents, the sequence of resolution level
(jn)n>1 and the functional J in the aforementioned Theorem. We are confident
that the reader will smoothly follow the rest of this paper whenever he has already
read the first pages of the first part.

2. RESULTS

We begin to give a direct extension of Theorem 2 of the first part concerning sym-
metrization the functional J. We recall the full asymptotic theory of divergence
measures of the form

J(ﬁg):/D(b(f(ng(:v))dx.

I - Direct extensions.

Quite a few number of divergence measures are not symmetrical. Among these
non-symmetrical measures are some of the most interesting ones. For such
measures, estimators of the form J(f,,9). J(f,g») and J(f.,gn) are not equal to

J(g, fn), J(gn, f) and J(gn, f») respectively.

In one-sided tests, we have to decide whether the hypothesis f = g, for ¢ known and
fixed, is true based on data from f. In such a case, we may use the statistics one
of the statistics J(f,,g) and J(g, f,) to perform the tests. We may have information
that allows us to prefer one of them over the other. If not, it is better to use both of
them, upon the finiteness of both J(f,g) and J(g, f), in a symmetrized form as

Jio(f.9) = J(f,g);rJ(g,f) (10)

The same situation applies when we face double-side tests, i.e., testing f = g from
data generated from f and from g.

Asymptotic a.s. efficiency.
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Theorem 1. Under the assumptions of Theorem 2 in Ba et al. (2018), we have

Js n - Js 3 1
lim sup ‘ () (Fn9) () (f g)’ — (A1 + Ay) as., (11)
n—-+oo an 2

J S yYn) — J s 9
lim sup ‘ () (f9n) () (f g)‘ 1(Az + As3) a.s., (12)
n—-+oo (79} 2

']s nyYn) — Js 5 1
limsup| o 9n) = T (1:9)] < (A + Ay + Az + Ay, as. (13)
n—-+o0o Cn 2

Asymptotic Normality.
Denote

014 =Var(hi + hs)(X)) and o34 = Var(hg + h3)(Y)).
We have

Theorem 2. Under the assumptions of Theorem 2 in Ba et al. (2018), we obtain, as
n — +oo,

Tt (o ) = ToF.0) ) = X0.), (14)

\/Var(h2 i h3) (X) <J(s)(f7 In) — J(s)(f7g)> ~ N(0,1), (15)

and as (n,m) — (400, +00),

1/2
<2”m2> (mmm%d—ﬁﬂﬂm>wN&D- (16)

moy 4 + noj 3

We are going to give special forms of these mains results in a number of corollaries.
To handle the Renyi and the Tsallis families, we get general results on the functional

(e, f,9) /fa )¢t (z)dx, a0 > 0.

which is used by these families. In turn the treatment of both of them are derived
from the 7 functional using the delta method. For all these particular cases, we do
not give their proofs since they derive from the general cases by straightforward
computations.
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3. Particular cases

A - Renyi and Tsallis families.

These two families are expressed through the functional

I(a, f,9) = / [ (x)g'~*(x)dx,a >0, a#1.
D
which of the form of the ¢-divergence measure with

$w,y) =2y~ (z,y) € {(f(s),9(s)), s € D}.
So we begin by :

A - (a) - The asymptotic behavior of the functional 7(«).

With a compact domain D and under the boundedness assumption, and under
the condition that neither f nor g vanishes on D, all the conditions of Theorem 2
in Ba et al. (2018) are satisfied. Particularly, C2 — ¢ derives by the application of
the Lebesgue Dominated Theorem. Besides ¢ has continuous partial derivatives
bounded against zero, of all order. This entails that the functions h; are all in the
required Besov spaces. Then under the conditions on the wavelets, we have the
following results.

First, we have

Corollary 1. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for any
a >0, a# 1, we have

timsup £ L0 ZHOLIN < [ (1(0) g0 de = As(a), s
n—+00 (075
lim sup |I(oz,f,gn)— Lo, f,9) <l|a-— 1|/ Nz =: As(ar), a.s
n—+o0o
and
limsup |I(aafnvgm)_z(aafvg)| SAl(Oé)-i-AQ(Oé), as.
(n,m)—(+00,+00) Cn,m
Denote
2
) ((/ F(@)(F(@)/g(@)) 2dw> (/ e ))“—%iw) )
and

o3, f.9) = (o — 1) ((/D o) r@/swyas ) - ([ g(w)(f(:v)/g(w))“dw)2>

We have
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Corollary 2. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for any
a >0, a# 1, we have as n — +oo,

\/H(I(Oé, fnvg) _I(O‘mfvg)) ~ N(0,0’%(f, g))a
Vn(Z(e, f,9n) = (e, f,9)) ~ N(0,05(f, ),
and as (n,m) — (+00, +00)

mn

(Wg(a, f,9) +mo(a, f, g)>1/2 (I(O‘> for gm) = L f, 9)) ~ N(0,1).

As to the symmetrized form

Lo f,g) = L0V Tlosg )

we need the supplementary notations:
As(a, f,9) =a/ (9(2)/f(2)*" da, , Aa(a, f,g) = |a— 1|/ (9(x)/ f ()" da,
D D

Oi(osa,y) = (y/2)* (1= a) + ale/y)** 7", bo(a,2,y) = (/y)* (1 — ) + aly/z)** 7,

et = ( [ ronas@a@za) - ([ @ .o )

e f.a) = ([ st@tatan s gw)ar) - ([ g(m)ez<a,f<x>,g<x>>dw)2.

We have

Corollary 3. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for any

a>0, a#1,
Is sy Sy _Is s J s
limsup| ) (@ fn,9) = L) (a, £, 9) < (Ar(@) + Ay(@))/2 = AP(a), as.
n—-+oo (79
Is 1 d _IS 1 d s
limsup 2@ (@ S90) =T (@ L9l g A a))j2 = A9(a) as.
n——+oo bn
and
Is sy Jnsy Ym _Is s s s
lim sup L) (@ s gm) = Ty (@ £9)] SA% )(a)—FAé)(a) a.s..
(n,m)— (+00,+00) Cn,m
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We also have

Corollary 4. Let us assume that the conditions of Theorem 2 in Ba et al. (2018) hold.
Then for any a > 0, a # 1, we have as n — +oo,

\/E(I(Ck, fnag) _I(a7fvg)) ~ N(O,U%(f, g))a

Vi(Z(a, f,gn) — (e, f,9)) ~ N(0,05(f, 9)),

and as (n,m) — (400, +00),

mn
nos(a, f,g) +mo3

1/2
(a, f g)) (1%”(a’fﬁ’9m)"Jkﬁ(avf,g)> ~ N(0,1).

A - (b) - Tsallis’ Family.

The treatment of the asymptotic behaviour of the Tsallis-a, « > 0, « # 1, is obtained
from Part (A) by expansions. We first remark that

DT,a(fa g) = w

We have the following results

Corollary 5. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for any
a >0, a# 1, we have

|DT,a(fn;g)_DT7a(fag)| < Al(a) _

lim sup

n—+00 (o35 - ‘0471| s
D @ yyn _D @ 9 A

limsup| 7,a(f, gn) T.0(f,9) < 2(a) i Aras as

n—+o0 by, lae — 1]
and

D al\JnsYm _D NeY 9
lim sup [Dr.0(fn: 9m) 7o/, 9)] < Ara1+Arez, as.
(n,m)—(400,+00) Cn,m
Denote
ot(a f,9) o3(a, f,9)

0%,1(a7fvg) = (10[771)2 and G‘%’Q(Oz,f’g) = ﬁ

We have
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Corollary 6. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for any
a >0, a# 1 we have as n — +oo,

\/E(DT,a(anq) - DT,Oé(fv g)) ~ N(()?O-%,l(aa f7 g))a
\/FL(’DT,Q&(.]C7 gn) - DT,a(fa g)) ~ N(()?U%,Q(a?f’ g))7

and as (n,m) — (400, +00),

mn
TLO'%Q(O[, fv g) + ma%,l

1/2
(Oé,f,g)> (DT,a(fn7gm) _DT,a(f7g)) WN(O’ 1).

As to the symmetrized form

Dgf}zl(f,g) _ DT,a(me) ;DT,a(gmf)’

we simply adapt the parameters obtained for the A — (a). We have

AT,a,lS = Ag(Ot,f, g)/|04 - 1‘7 AT,a,4 = A4(Oé,f, g)/|0¢ - 1|

and

ors(o. f.9) = oi(a, f.9)/(a = 1)%, oF4(a, f,9) = oi(e. f.9)/ (o — 1)

We have

Corollary 7. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for any

a>0,a#1,
(s) (s)
D nsg) — D ) s
i DT =Pralh O 4y 4 a2 = A2 (@), s
n——+00 n
DY (fogn) — DY (S 9)] ®
hmiup : 5 > < (AT + Ar03)/2 = Ay, o(a), as.
n——+00 n
and
DS (fungm) = DELED e
( %lnl(j’up+ ) 7 C , S AT,a,l + AT70¢,2’ as..
n,m)—(+o00,+00 mn,m
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Denote

U%,1,4(047f79) = 0%,1(a7f79)+0%,4((17f79)
J%Q,S(a’fag) = U’?P,z(aaﬁg)‘f'a%,?)(%ﬁg)-

We have

Corollary 8. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for any
a>0,a#1, we have as n — +o0o

V(D) (fung) = D) (f,9) ~ N(0,0%, 4. f.9)),

ﬁ(p%,a(fv gn) - D;",a(fv g)) ~ N(07 0%273(0‘7 fvg))7

and as (n,m) — (+00, +00)

mn
n0%72,3(oz, f9)+ mU%L4

1/2
(a, f g)) (D%va(f"’gm) = Dr ol g)) ~ N(0,1).

A - (c) - Renyi’'s Family.

The treatment of the asymptotic behaviour of the Renyi-a, a > 0, a # 1, is obtained
from Part (A) by expansions and by the application of the delta method. We first
remark that

Dra(f0) = oy tow ([ 1)y ooy ) = ©EEL0),

a—1 a—1

We have the following results

Corollary 9. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for any
a >0, a# 1, we have

|DR,o¢(fnug) _DR,a(fmg)‘ < Al(a)

lim sup < =: ARa,1, Q.S.
n—-+oo Gnp |O‘_1|I(O‘7fvg) ol
. |DRa(fagn)*DRa(fag) AQ(a)
lim su : : < =: A , a.s.
n~>+o£) bn o |a - 1‘1-(04’ f7 g) fa2
and
D nyYm) — D ’

lim sup [Dr.olfn, 9m) Ralf:9) < Apai1+ ARaz2, a.s.

(n,m)— (4+00,+00) Cn,m

Journal home page: wwuw.jafristat.net, wwuw.projecteuclid.org/as,
wwuw.agjol.info/ afst



Ba A.D., Lo G.S. and Ba D., Afrika Statistika, Vol. 13 (2), 2018, 1667 — 1681. Divergence
Measures Estimation and Its Asymptotic Normality Theory Using Wavelets Empirical
Processes II. 1677

Denote

2 2
orala, fg) = @ _Gi)(jz’({;’g}, ek and 0% (e, f,9) = (@ _Uf)(gié:?g)7f)2'

We have

Corollary 10. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for
any o > 0, a # 1, we have as n — +o0,

\/E(DR,a(fnag) - DR,a(fa g)) ~ /\/(0,0'12371(04,]0,9)),

V(Dr.a(f:gn) = Droalf.9)) ~ N(0,0% 5(a, f,9)),

and as (n,m) — (400, +00)

mn
nof o(a, f,9) +mog

1/2
(a [; g)> (DR,a(fmgm) - DR,a(f,Q)) w./\/(()?l)’

As to the symmetrized form

DS,)a(f,g) _ Dr.o(f.9) ‘;DR,a(gvf)7
we need the suplementary notations
lralosz,y) = 2((; 1) @Zy }g_; " ((11?3);? ng )Q) ’
a—1
trale.oy) = 2<a1— 1) (I(agojf)ny) |

hatanto) = [ f@tnsta s ataa) - ([ f(xwm(a,f<x>,g<x>>dx)2,

hatand.o) = ([ so)tnata, 1), g0)2ds ) - ( / g<x>eR,2<a7f<x>,g<x>>dx)2.

We have
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Corollary 11. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for
any o> 0, a # 1,

() (s)
D n,g) —D ) s
limsup| R,a(fL 9) R,oz(fn 9)| < (Apai + Apad)/2 =: AS%?QJ’ as.

n——+oo Qg

D) (f,90) — DY) (f,9)]

hmiup . < (ARa2+ ARaz)/2 = Agg}w a.s.
n——+00 n
and
D(s) s Om ,D(s) !
( %im(iup+ )| olf QC) R,a(f 9)| §A§% 1+ARO¢27 as..
n,m)—(+oo,+oo mn,m
Denote

0122,1,4<a7f7g) =0 71(047']“, )+U]224(Oé fa )

%
012%,2,3(0laf79) = 0123,2(04 f,g)+0R3(04 f.9)

We also have

Corollary 12. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then for
any o > 0, o # 1, we have as n — +o0,

\/H(Df%,a(ffwg) - Df:é,oz(fhg)) ~ N(OvO'}Z%,lA(fa g))a

\/E(Di},a(fa gn) - D%,a(fa g)) ~ N(07012%,2,3(fvg))a

and as (n,m) — +00,00),

mn
nof o s(a, f,9) +mog

1/2
(a f g>> <D}q%,a(fnagm) *'Df%,a(f, g)) WN(O’ 1)

B- Kullback-Leibler Measure.

Here we have

o(x,y) = xlog(x/y), (z,y) € {(f(s),9(s)), s € D}-
and the Kulback-Leibler Measure is defined by Dk (f,9) = [, f p f(x)log(f(x)/g(x)dx

The preliminary text of Part (A) is still valid. So, we have first :
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Corollary 13. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then we

have
D TL7 D 7
1imsup| KL(fn.9) = Drcrlf.9 / |1 +log(f(x)/g(x)|dx =: Akr1(f,9), a.s.
n—+00 n
D n D 7
limsupl xi(f g )b xL(f:9 /f )/g(x)dx =: Ak 2(f,g9), a
n—+oo n
and
D nyYm 7’D )
lim sup [Drcfn: gm) kLl/:9) <Agri+Akrp2, as.
(n,m)—(+00,+00) Cn,m
Denote

rzalhs) <</ F) 1+ g <x>/g<x>2dw>(/Df@(l+10g(f(x>/g(x)d”“’>2>
and
o%12(f,9) ((/ F2(x)/9( )dx>—1>

We have

Corollary 14. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then we
have as n — 400 ,

\/E(DKL<fn7g) - DKL(f7g)) WN<O7U%(L,1(.]C79))7
V(Drr(f,gn) = Drr(f,9) ~ N(0,0% 1 5(f,9)),
and as (n,m) — (400, +00)

mn

(nU%(L,Z(fa g) + ma%(L,l

1/2
(f7g)> <DKL<fnagm)_DKL(f,g))w./\/‘(()’ 1)

As to the symmetrized form

Drr(f,9) +Drrlg, f)
2 b

DKL(f? )

we need the supplementary notations:

Akrs(f,9) / |1 +log(g(z)/f(x)|dx, , Axra(f,g) :/Dg(:v)/f(x)dac,
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lrrpi(z,y) =1~ (y/z) +log(x/y), lrra(v,y) =1~ (z/y) +log(y/x),

rhustand.o) = [ @@ - ([ f(x)ﬁm,l(f(w),g(ar))dx)Q,

and

Tl = ( [ s@tatasw).at0)Pac) - ([ g<x>e2<f<x),g<x>>dx)2.
We have

Corollary 15. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then,

limsup lDKL(fnag) — DKL(f7g)|

n—+oo Gnp

< (Agra(f,9) + Axrpa)/2 = A KL (fr9), a

|D;(L(f7 gn) — D;(L(fvg”

lim sup a < (Axra(f9) + Axns)/2 = ATy o), as.
n—-+o0o n
and
. Ds fn» gm - DS f> g s
lim sup ‘ KL( ) KL( )l <A§<L1(f,g) KL2(f7 )7
(n,m)—(400,+00) Cn,m
Denote

J%(L,lA(fag) = U%{LJ(JI;Q)‘FU%(LA(JC»Q)
U%{L,m(f,g) = U%(L,2(fyg)+0§<1:,3(f,g)-

We also have

Corollary 16. Let the assumptions of Theorem 2 in Ba et al. (2018) hold. Then, we
have as n — +o0,

\/E(D;(L(fnvg) - D;(L(fv g)) ~ N(O’J%(L,lA(fv g))v

\/E(D%L(fa gn) - D;(L(fa g)) ~ N(O,U%L,ng(f, g))a

and as (n,m) — (400, +00)

mn
nU%(L,2,3(fv g)+ mU%{L,lA

1/2
(f g)) (Dh(f”’gm) —D%L(f,g)> ~ N(0,1).
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4. Comments and announcements

In papers I and II of this series, the main results on the asymptotic behaviors of
empirical divergence measures based on wavelets theory have been established
and particularized for important families of divergence measures like Renyi and
Tsallis families and for the Kullback-Leibler measures. While the proofs of results
in the second paper may be skipped, the proofs of those in paper I are to be
thoroughly proved since they serve as a foundation to the whole structure of
results. They are stated in Ba et al. (2018), to appear, but are already detailed in
Ba et al. (2017) in Arxiv.
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