Predictions of semen production in ram using phenotypic traits by artificial neural network
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Concentration of semen production is the most important fertility trait in ram and dimension of testis is a good criterion for identifying the quantity of semen production. Thus, prediction of that trait has important beneficial effect on the timely identification of genetically superior animals. Artificial neural network (ANN) system can be used as a decision making support system in ram industry as well as other industries. It can help breeders to predict future semen production based on phenotypic trait. Data from 24 rams of zandi breed in Tehran, Iran, were used. From 192 available data of phenotypic and semen concentration, 184 records were used for training a back propagation ANN system and 8 randomly chosen record (not used in the training process) were introduced to the trained neural network for evaluation. The result of the simulation showed that there was no significant difference between the observed and the predicted semen production (p > 0.05). The major use of this predictive system is to make accurate selection decision which is based on prior knowledge of the outcomes.
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INTRODUCTION

Semen production (SP) in rams involves complicated and linear as well as non-linear interaction between genetic and environmental effect (Komnakis et al., 2002), for example, the number of spermatozoids production in relation with testis volume. In other words, rams present the season oscillation in their sexual behavior, hormonal action, testis volume and testis weight (Blache et al., 2000). Concentration of semen production is the most important fertility trait in ram and dimension of testis is a good criterion for identifying the quantity of semen production. Also, testis dimension in males has positive genetic relation with ovulation in ewes. So prediction of that trait has important economic, management and breeding points of view and makes use of prospective high strong rams which improve the farmers’ economic efficiency. Also, much of the selection of superior rams is based on the ability of SP rams (Hosseinnia et al., 2007). Therefore, the sooner these rams can be identified, the sooner the collection of semen and marketing can be processed (Salehi et al., 1998, b). Accuracy rate of finding high ability rams is important. This is because feeding, breeding, maintenance, veterinary and other cost can be saved from superior and mis-caulling rams of high genetic value but a good source of gene pool will be lost.

The ability of artificial neural network (ANN) to detect patterns that relate input variables to their corresponding outputs in complex biological systems has resulted in some impressive success in classification and prediction (Wasserman et al., 1993). This has led to an increase of ANN application in different fields of animal science (Lacroix et al., 1995; Salehi et al., 1998b; Kominakis et al., 2002; Hosseinnia et al., 2007). Actually, ANN is a form of simulated human central nervosa system (Adamczyk et al., 2005) which is the same as biological neural network and is made up of sets of neurons. These neurons process the presented input and matching output in supervised manner and make extract non-linear relationship between input and output. Information processing
in ANN has a parallel form. Although mathematical or statistical models have wide ranges of application in agriculture, they have some inherent restriction. Identifying patterns and extract relationship between input and corresponding output in sample data through the learning process depends on the facts that the optimal net performance is dependent on recognizing and extracting non-linear relationship (Lacroix et al., 1995). Using this relation in the simulation stage, ANN can anticipate the output of the problem in complex biological system from known input. The pattern recognition ability of network may be improved by different technique. Common methods of improving network performance include finding an optimum network architecture and appropriate number of training cycles, using different input combinations (Yang et al., 1999) and using the learning parameter values (Salehi et al., 1998a). In addition, these methods can be useful in using input and output variable with high biological relationship (Hosseinnia et al., 2007). Also selection and pre-processing of data have been shown to affect network performance significantly (Ruan et al., 1997). However divergence in performance was often reported in array agriculture, due to over modification of net structure (Sabalani et al., 1995; Yang et al., 1999). It can be useful in using input and output variable with high biological relationship (Hosseinnia et al., 2007). Proportion of data category in training period has effect on the network performance (Lacroix et al., 1997), thus for appropriating optimal learning, a good data presentation is important.

The aim of this study is to predict rams’ ability in semen production in two volume criteria using valuable phenotypic information and investigating the ability and accuracy of ANN assessment in predicting rams’ semen production ability for the selection of superior rams as prospective producers and the parent of the next generation. Also, the study investigates the proportion of any parameter from input variable on network response.

**MATERIALS AND METHODS**

Data was made available by the Animal Husbandry Division, Tehran University, Tehran, Iran. Collected SP trait record from 24 zandi rams were selected randomly for this study; semen was collected by artificial vaginal technique in summer and fall season. The sample data was considered, 184 records from testis volume, testis dimension and testis circumference were used as a phenotypic variable and SP concentration, and were categorized into two set of semen concentration of 100 mm (sc) and total semen concentration (tsc). In order to train ANN for any of the SP category made of ANN (ANN1 and ANN2 respectively), three phenotypic variable and SP variable corresponding to individual ram were introduced to the system as input and output variable, respectively. Then the minimum and maximum values of each variable were mapped to the mean and standard deviation of 0 and 1, respectively.

Out of 192 records, 184 records were used for ANN training and 8 records were selected randomly for testing the simulated system. The whole data used for training were divided into 3 sub categories: 50% were used to record training set, 25% were used to record evaluation set and 25% of records as a testing set. Then these data were introduced to ANN as matrix in which any column excites a variable.

In order to construct the network, the neural network toolbox was used (MATLAB, 2006). The constructed network was a back propagation ANN with three layers of hidden input and output. The layers had 3, 30 and 1 neurons, respectively. The number of neurons in input and output layer must be exactly an equal number of variables in those layers. Figure 1 shows how neurons in different layers of ANN connect together. The tangent sigmoid transfer function was applied for input and hidden layers and the pure line transfer function was applied for output layer (MATLAB, 2006). The net learning function updates weight and bias values conform to Levenberg-Marquardet optimization algorithm (Hagan and Menhaj, 1994).

In order to assess the individual contribution of input variables to the prediction process of ANN, a sensitivity technique was tested. The technique was based on disabling, during all phases (training, evaluating, testing and simulation), one processing element (neuron) in the input layer and comparing those results with the standard ANN (1 and 2).

The criteria used to compare the results of ANN1 and ANN2 anticipation with the actual observed data were: Pearson coefficient of correlation between observed and predicted value, root mean square error and Theil inequality coefficient and a correlated (samples) t-test was applied for comparison difference between observed and predicted means. The test was performed by the t-test procedure in SAS (1997).

\[ r_p = \frac{\delta_{yp}}{\delta_i \delta_p} \]

Where, \( r_p \) = Pearson correlation coefficient between observed and predict data, \( \delta_{yp} \) = covariance between observed and predicted data, \( \delta_i \) = standard deviation of observed data, \( \delta_p \) = standard deviation of predicted data.

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{n}} \]
Table 1. Data structure for the observed and predicted (ANN1 and ANN2) data.

<table>
<thead>
<tr>
<th>Data</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>OBS</td>
<td>sc</td>
<td>235.00</td>
<td>410.00</td>
<td>303.75</td>
<td>68.73</td>
</tr>
<tr>
<td></td>
<td>tsc</td>
<td>117.50</td>
<td>575.00</td>
<td>295.13</td>
<td>160.36</td>
</tr>
<tr>
<td>ANN1</td>
<td>250.2</td>
<td>397.86</td>
<td>297.28</td>
<td>50.04</td>
<td>16.38</td>
</tr>
<tr>
<td>ANN2</td>
<td>164.15</td>
<td>583.46</td>
<td>285.48</td>
<td>151.93</td>
<td>53.22</td>
</tr>
</tbody>
</table>

OBS: Observed value; Sc: semen concentration in 100 cc volume; tsc: total semen production in total volume; ANN1: artificial neural network prediction for the sc; ANN2: artificial neural network prediction for the tsc.

Table 2. Correlation and comparisons between observed and predicted (ANN1 and ANN2) data.

<table>
<thead>
<tr>
<th>Data</th>
<th>t</th>
<th>r_p</th>
<th>RMSE</th>
<th>%RMSE</th>
<th>I^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN1</td>
<td>0.22^ns</td>
<td>0.82***</td>
<td>37.41</td>
<td>12.58</td>
<td>0.01453</td>
</tr>
<tr>
<td>ANN2</td>
<td>0.12^ns</td>
<td>0.94***</td>
<td>52.79</td>
<td>18.49</td>
<td>0.02543</td>
</tr>
</tbody>
</table>

*** p <0.001; ns: p > 0.05; OBS: Observed value; ANN1: artificial neural network prediction for the sc; ANN2: artificial neural network prediction for the tsc; t: t value for mean difference between the observed and predicted data; %RMSE: RMSE divided by the mean of performance.

Where, RMSE = Root mean square error, n = number of records,

\[ y_i \text{ = observed value, } \hat{y} \text{ = estimated values by ANN}_1 \text{ and ANN}_2. \]

\[ I^2 = \frac{\sum_{i=1}^{n} (y_i - \hat{y})^2}{\sum_{i=1}^{n} y_i^2} \]

Where, \( I^2 \) is Theil inequality coefficient (Theil, 1979) and the other symbol are the same as previous formulas.

RESULTS AND DISCUSSION

The variability parameter in Table 1 (SD, CV) was also closer to those of the observed data for ANN1 than ANN2. Table 2 results showed that there was no significant difference between ANN1 and ANN2 predictions and the observed values (p > 0.05). This shows that the results of the two ANNs are reliable for both criteria of semen production trait. The high correlations showed that the predicted averages for semen concentration were close to the observed values (Table 2). Thus, ANNs are reliable decision support system that helps breeders choose rams to be left out or culled from the herd.

Lower RMSE and coefficient correlation of \( r_p \) for ANN1 and ANN2 showed antagonism in results by concentration criteria. However, ANN1 \( r_p \) is lower than ANN2 but ANN2 have more prediction error (Table 2) although \( I^2 \) criteria which enclosed the ANN1 have better network structures for prediction. This result may be as an effect of range of data in output layer (tsc have extreme range and higher SD than SC criteria in all category). Moreover, modification of learning or training parameter and the method of data presentation can considerably influence the network performance (Salehi et al., 1998). The performance of ANN2 with tsc data seems to be more justified because it has a lower correlation coefficient which does not correspond to the range of data. Prediction accuracy \( r_p \) increases by tsc data in relation to the use of Sc data in output layer. This may be related to the training, proper update weights and less bias in the network system as a result of high correlation coefficients with the observed value and the fact that as good as the well-structured presented data of ANN is, there should be a better training for ANN such as orthogonizing and classification of input vector to provide better predictions and improve the predictive ability of ANNs due to the fact that they perform particularly well in interpolation (Lacroix et al., 1995).

As the training concept suggests, prediction of unseen records by a neural network improves when similar cases have been included during training (Salehi et al., 1998). Thus, selection of a proper sample is very important for training on ANN. The sample data must be a reflection of all events in population proper rather than proportion event, and should be considerable in effect of range of data in input and output layer on network response. Pre-processing data (e.g., standardization and normalization) may lead to an improvement in the learning process of ANNs (Stein, 1993) which helps neural networks to predict better.

Sensitive analysis of the ANN model (Table 3) allowed us to stress the fundamental importance of the variable “testis circumference”, which denotes a positive correlation coefficient with semen concentration (Sablani et al., 1995) but testis circumference with weight of testis has a less correlation, and this may be as a result of different...
testis wool cover, fat under skin and high testis skin. The “testis volume” has a lower importance than testis circumference. Testis volume trait has linear relationship with weight of body, and the highest rams which have the biggest testis, produce more semen (Sablani et al., 1995). Finally, “testis dimension” has lower effect in prediction of semen concentration. However, the seasons have magnitude effect on that entire trait.

**Conclusion**

The major use of any predictive process is to support accurate decisions which are dependent on prior knowledge of the possible outcome. The outcome of this study showed that, generally, artificial neural network have the potential to play an important role in modeling biological processes and there are many potential application areas in predicting semen production with high accuracy. The result showed that phenotypic trait information can be used in the prediction of product of semen concentration. The accuracy of ANN will be more improved when variables which are more relevant to the output variables are used. Once neural network is trained and has been shown to be effective, it will be easy to use. Also, ANN has a good potential to be used in the prediction of future records of rams for setup selection program. This increases the genetic potential of sheep herds and it is a good support system for farmer for decision making. With regard to this, earlier and more accurate prediction of semen production should have a beneficial effect on the timely identification of genetically superior animals.
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