A novel ensemble and composite approach for classifying proteins based on Chou’s pseudo amino acid composition
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For the fact that the location of proteins gave some details about the function of a protein whose location was uncertain, protein classification was regarded as a very important task in the field of biological data mining. However, the success of a human genome project led to a protein sequence explosion. There is a great need to develop a computational method for fast and reliable prediction of the locations of proteins according to their primary sequences. In this paper, we used the composite classifier system that was formed by a set of k-nearest neighbor (K-NN) classifiers, each of which was defined in a different pseudo amino composition vector. In the pseudo amino composition vector space, protein can be presented by Pseudo amino acid composition. The location of a queried protein is determined by the outcome of choice made among these constituent individual classifiers. It is shown through the outcome that the classifier outperformed the single classifier widely used in biological literature. So the composite classifier can be employed as a robust method to predict protein location in the field of biological data mining.
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INTRODUCTION

Since location plays a crucial role in protein function, prediction of the location of proteins remains very important in the field of protein biology. Given the sequence of a protein, how can its cellular location be determined? Subsequently, in this paper, we used one composite classifier system to predict it.

The recent success of the human genome project led to a protein sequence explosion. In 1986, the SWISS-PROT databank contained only 3939 protein sequence entries (Bairoch et al., 2000), but now, it has 522019 entries according to version 2010_11 released as of November 02, 2010, meaning that the number of protein sequences has increased by about 132 times in 24 years. Facing many difficulties in affording enough time and money to perform suitable functional tests, researchers are challenged to design computational methods for predicting structure and function. In this paper, proteins are divided into the following 5 types (Cedano et al., 1997): (1) integral membrane, (2) anchored membrane proteins (with transmembrane amino acid stretch), (3) extracellular proteins, (4) intracellular proteins (non nuclear), and (5) nuclear proteins. In some previous studies, Nakashima et al. (1994) reported the discrimination between intracellular and extracellular proteins by amino acid composition and residue-pair frequencies; whereas Chou and Elrod (1999) developed the covariant discriminate algorithm, which is a combination of the “Mahalanobis distance”, and the invariance principle for treating a degenerate vector space that is cited in the following literature as “Chou’s invariance theorem” (Chou, 2001; Mardia, 1977; Pillai, 1985; Matthews, 1975; Chou et al., 1995). Some of those existing prediction methods are based on the conventional amino acid composition [3] (Nakashima et al., 1994; Pillai,
1985), while others are based on the Pseudo amino acid composition (Chou et al., 1999; Chou, 2005). The last algorithm was incorporated into the sequence order information; so, it can be called the pseudo amino acid composition. However, it was proposed by Chou et al. (1999). The advantages of pseudo amino composition are: (1) it can incorporate a considerable amount of sequence order information; and (2) it has the same format as the amino acid composition, so that some algorithms used in amino acid composition can be applied in pseudo amino acid composition.

According to a recent comprehensive review by Chou (2011), to develop a useful predictor for protein systems, the following things must often be considered: (1) protein sample formulation, (2) operating algorithm (or engine), (3) benchmark dataset construction or selection, (4) anticipated accuracy, and (5) web-server establishment. Subsequently in this work, we would introduce the pseudo amino acid composition and composite classifier system. Moreover, some of these key procedures are described thus.

MATERIALS AND METHODS

Pseudo amino acid composition

As we all know, the conventional amino acids (AA) composition did not include any sequence order effects. Instead of using the conventional 20-D amino acid composition to represent the sample of a protein, Prof. Kuo-Chen Chou proposed the pseudo amino acid composition (PseAAC) in order for it to be included in the sequence-order information (Chou et al., 1999; Chou, 2001; Chou, 2005; Chou et al., 2009). PseAAC allows users to generate various kinds of pseudo amino acid composition for a given protein sequence. The conventional amino acid composition contains 20 components or discrete numbers, each reflecting the occurrence frequency of one of the 20 native amino acids in a protein. For the pseudo amino acids composition, there are, however, sequence order effects in addition to the 20 components. Equations (1) and (2) show the difference between the amino acid composition and the pseudo amino acid composition.

A protein X is represented by a vector in 20D (dimensional) spaces as defined by previous investigators (Chou et al., 1993, 1994; Chou, 1989; Nakashima et al., 1986; Mahalanobis, 1936). It contains 20 components, or discrete numbers, each reflecting the occurrence frequency of one of the 20 native amino acids in a protein:

\[
X = \begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{20}
\end{pmatrix}
\]

(1)

Where, \(x_i\) is the normalized occurrence frequency of the 20 amino acids in protein X.

In 2001, Chou proposed the pseudo amino acid composition as shown in (2). In Equation (2), instead of using a 20D(dimensional) vector defined by 20 components, we used a \((20+\lambda)D\) vector defined by \(20+\lambda\) discrete numbers to represent protein X, where \(x_i\) has the same meaning as in amino acid composition, whereas the additional components from \(20+1\) to \(20+\lambda\) reflect the effect of sequence order. Here, \(x_{20+1}\) is the \(1^{st}\) pseudo amino acid component related to the \(1^{st}\) rank of sequence order correlation (Figure 2), \(x_{20+2}\) is the \(2^{nd}\) pseudo amino acid component related to the \(2^{nd}\) rank of sequence order correlation, and so forth. As such, they were called pseudo amino acid components (for a brief introduction about Chou’s pseudo amino acid composition, visit the Wikipedia webpage at http://en.wikipedia.org/wiki/Pseudo_amino_acid_composition). In addition to this component in (1), a protein can be represented as follows:

\[
X = \begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{20} \\
x_{20+1} \\
\vdots \\
x_{20+\lambda}
\end{pmatrix}
\]

(2)

Given a protein sequence, the pseudo amino acid component can be computed according to Equations (2) to (6) (Chou, 2001).

KNN classifier

With the KNN classifier, when \(K > 1\), the attribute of the query protein \(P\) will be determined via the choice made by a majority of its \(K\) nearest neighbors, as can be described as follows. Suppose \((p_1, p_2, \ldots, p_n)\) (\(N=K\)) are the \(n\) proteins in training dataset, the query protein \(P\) will be predicted to belong to the \(i^{th}\) class, if the most neighbors in \(K\) of it belong to \(i^{th}\) class (Figure 1).

In Figure 1, where the query protein \(P\) is represented by the character \(q\) with a filled circle, proteins belonging to subset (category 1) are represented by the open circle with number 1, proteins that do not are represented by the open circle with number 2, and so forth. When \(K=1\), the query protein is predicted to belong to category 2 as its nearest protein does; when \(K=3\), the query protein is predicted to belong to category 3 because two of its three nearest proteins belong to that category; and when \(K=9\), the query protein is predicted to belong to category 2 again because the majority of its nine nearest proteins belong to category 2.

Composite classifier system

Now, we shall introduce the composite classifier system in order to deal with it on the basis of pseudo amino acid composition. The framework of the composite classifier system was established by combining lots of atomic classifiers together in order to reduce the variance caused by the peculiarities of a single training set and hence be able to generate a more expressive concept in classification than a single classifier. In this paper, we used a set of \(K\)-nearest neighbor (K-NN) classifiers which is trained by different dataset generated by different \(\lambda\).
In this study, we used the composite classifier system frame defined by Dr. Shen Hongbin in 2007. We changed only his atomic classifier-NN classifier into K-NN classifier because we divided the proteins' locations into 5 styles. The Dr. Shen's definition of the composite classifier system can be described as follows:

Suppose \( \wedge = \{ \lambda_1, \lambda_2, \ldots, \lambda_T \} \) represents a set of possible numbers for \( \lambda \), then we can get a set of corresponding classifiers \( K-NN(\lambda_1), \ldots, K-NN(\lambda_T) \) respectively, that is, the atomic classifier \( K-NN(\lambda_1) \) trained by proteins based on \((20+\lambda_1)\) components, \( K-NN(\lambda_2) \) based on \((20+\lambda_2)\) components, and so forth. For the K-NN classifier, we adopted the Euclidean distance and \( k = 3 \). The final classifier that was integrated by such a set of individual classifiers can be introduced as:

\[
CoMNN = K-NN(\lambda_1) \vee K-NN(\lambda_2) \cdots K-NN(\lambda_T)
\]  
(3)

Where, \( CoMNN \) is the integrated classifier that can be described by Figure 3. The symbol \( \vee \) represents the combination operator:

\[
C = \{C_1, C_2, \ldots, C_\mu\}
\]  
(4)

We can use the \( S \) represents \( N \) proteins in a training dataset \( S \):

\[
S = \{(P_i, C_j)\} \text{ } \text{i.e. } (1, \cdots, N), \text{ } (j \in (1, \cdots \mu))
\]  
(5)

Chou has proved that the greater the number of \( \lambda \), the more the sequence order effect that is been incorporated, but it must be smaller than the number of amino acid residues of the shortest protein chain in the data set concerned. In this paper, the shortest chain residue is 8. However, if we give the value of \( \lambda \) as 8, we can generate 8 different pseudo amino acid datasets according to (2); consequently, we can get 8 classifier \( K-NN(\lambda_1), \ldots, K-NN(\lambda_8) \).

Suppose \( P \) is a query protein whose classification is predicted by the 8 atomic classifiers as \( Q_1, Q_2, \ldots, Q_8 \), respectively; the following equations can be realized thus:

\[
\{Q_1, Q_2, \ldots, Q_8\} \in C
\]  
(6)

and the final score for protein \( P \) belonging to the \( j \)th class is defined by:

\[
Y_j = \sum_{i=1}^{8} \delta(Q_i, C_j), \quad j \in (1, 2, 3, 4, 5)
\]  
(7)

Where, the delta function is defined by:

\[
\delta(Q_i, C_j) = \begin{cases} 
1 & \text{if } Q_i \in C_j \\
0 & \text{otherwise}
\end{cases}
\]  
(8)

For protein \( P \), we can choose \( Y_\alpha \) as the very class and \( Y_\alpha \) as defined in Equation (9):

\[
Y_\alpha = \text{Max}\{Y_1, \ldots, Y_\mu\}
\]  
(9)
RESULTS

In the study written by Cedano et al. (1997), proteins’ locations were generally classified into the following 5 types: (1) integral membrane proteins, (2) anchored membrane proteins, (3) extracellular proteins, (4) intracellular proteins (non nuclear), and (5) nuclear proteins. The corresponding 5 characters (M, A, E, I, N) represent these location types, respectively. In this paper, we still used the definition; although, the same training and testing dataset that we used originally was constructed by Cedano et al. (1997). In training dataset, every kind of protein has 200 sequences that have been reported in the SWISS-PROT. Another non-homologous 200 sequences were also abstracted from SWISS-PROT, and would be the testing dataset.

For a fair comparison, the same data studied by Cedano et al. (1997) were adopted here. However, because of the change and obsolescence of code names, some proteins’ sequences could no longer be retrieved from the SWISS-PROT database. Of the 1000 protein originally used by Cedano sequences, 980 protein sequences were retrieved. They formed the training data set, which consisted of 196 A proteins, 193 E proteins, 197 I protein, 200 M protein and 194 N proteins. For the same reason of testing the dataset used by Cedano, 189 proteins were retrieved from SWISS-PROT database.

The performance of the composite classifier was evaluated by two methods: that is, accuracy and Matthew correlation coefficients (MCC) (Matthews BW. 1975). Suppose that \( \{1, 2, 3, 4, 5\} \) denotes the 5 proteins’ locations, respectively; \( m_i \) is the number of proteins observed as location \( i \), and \( \phi_{i,j} \) (\( i, j = 1, 2, \cdots, 5 \)) represents the number of proteins that were predicted to be having type \( j \) for those observed as type \( i \). Thus, we have:

\[
\text{Accuracy}_i = \frac{a_i}{m_i} \quad (i = 1, 2, \cdots, 5) \tag{10}
\]

\[
\text{MCC}_i = \frac{a_i n_i - o_i}{\sqrt{(a_i + u_i)(a_i + o_i)(n_i + u_i)(n_i + o_i)}} \tag{11}
\]

where

\[
\begin{cases}
  a_i = \phi_{i,i} \\
  n_i = \sum_{j=1}^{5} \sum_{k=1}^{5} \phi_{j,k} \\
  o_i = \sum_{j=1}^{5} \phi_{j,i} \\
  u_i = \sum_{j=1}^{5} \phi_{i,j}
\end{cases}
\]

(12)

To facilitate comparison, the accuracy and MCC of ProtLoc, NN classifier (the special case of KNN when \( k=1 \)) and the composite classifier are shown in Table 1.

Among the independent dataset tests, sub-sampling (for example, 5 or 10-fold cross-validation) test and jackknife test were often used for examining the accuracy of a statistical prediction method (Chou et al., 1995). The jackknife test was deemed the least arbitrary that can always yield a unique result for a given benchmark dataset, as elucidated in Chou et al. (2008, 2010a, b, c)
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Figure 3. Flowchart showing how the composite classifier system called CoMNN is integrated by atomic classifiers.

Table 1. The detailed success rates and their Matthew correlation.

<table>
<thead>
<tr>
<th>Type</th>
<th>ProtLoc$^a$</th>
<th>$K$-NN ($k=1$)$^b$</th>
<th>CoMNN$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (%)</td>
<td>MCC</td>
<td>Accuracy (%)</td>
</tr>
<tr>
<td>M</td>
<td>92.5</td>
<td>0.897</td>
<td>85.0</td>
</tr>
<tr>
<td>A</td>
<td>67.0</td>
<td>0.388</td>
<td>58.3</td>
</tr>
<tr>
<td>E</td>
<td>70.9</td>
<td>0.669</td>
<td>64.5</td>
</tr>
<tr>
<td>I</td>
<td>70.3</td>
<td>0.658</td>
<td>64.8</td>
</tr>
<tr>
<td>N</td>
<td>75.0</td>
<td>0.798</td>
<td>77.5</td>
</tr>
</tbody>
</table>

$^a$ The method used by Cedano in 1997; $^b$ the same testing dataset used by Cedano in 1997. $K$-NN, $k$-nearest neighbor.

and demonstrated by Equations 28 to 32 of Chou (2011). Therefore, the jackknife test has been increasingly and widely adopted by investigators to test the power of various prediction methods (Chen et al., 2009; Ding et al., 2009; Gu et al., 2010; Lin et al., 2008; Mohabatkar, 2010; Qiu et al., 2009; Sahu et al., 2010; Zeng et al., 2009; Zhou et al., 2007; Chou, 2010a, b, c; Xiao et al., 2011; Zou et al., 2011). So, in this paper, we chose jackknife methods as our cross-validation methods.

**DISCUSSION**

The overall success rates obtained by the composite classifier system are shown in Table 1, while the success rate of other algorithms used by Cedano are also shown in Table 1. It can be seen from Table 1 that the success rates by the current composite classifier system approach are remarkably higher than the method used by Cedano.

Although, the atomic classifier used here is $K$-NN classifier, in future researches, others such as decision tree classifier and SVM classifier can also be used to replace the $K$-NN classifier for integrating different composite classifier systems (Bing et al., 2006; Cortes and Vapnik, 1995). It is anticipated that the approach of composite classifier system as used here might have a series of positive impacts for bioinformatics. If we can extract the feature and get the correlation of features of text correctly, the method can also be used in classification for text.

User-friendly and publicly accessible web-servers represent the future direction for developing practically more useful models, simulated methods, or predictors (Chou et al., 2009). Thus, we shall make efforts in our
future work to provide a web-server for the method presented in this paper.

ACKNOWLEDGEMENTS

The authors acknowledged Professor Shen who provided them the web service for calculating PseAAC of protein. This work was supported by the National Science Foundation of China (No. 71071114), Doctoral Fund of Ministry of Education of China (No. 200802470009), Shanghai Leading Academic Discipline Project (No.B310) and Scholarship Award for Excellent Doctoral Student granted by Ministry of Education, China.

REFERENCES

Xiao