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ABSTRACT 
 

In this paper, an application of the updated vector autoregresive model incorporating new information or measurements is 

considered. We consider secondary data obtained from the Kenya National Bureau of statistics, Statistical Abstract reports from 
2000-2021 which is on monetary value marketed at current prices from crops, horticulture, livestock and related products, fisheries 

and forestry. A VAR(1) model is fitted to the data and then the model updated to incorporate the measurements. From the results, it is 

found that the updated model performs well on the simulated data based on the values of the root mean square error obtained. 
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1. INTRODUCTION 

 

The Vector Autoregressive (VAR) models were developed by the macroeconometrician Christopher Sims in 1980 

where the main objective was to model the joint dynamics and causal relations among a set of macroeconomic variables 
and dominate time series econometrics modeling, Sims (1980). The joint dynamics includes how each variable in the 

model is explained by the past history of every variable and how the innovations may be correlated (Box et. al. 2015; 

Quenouille, 1957; Sims, 1980; Stock and Watson, 2001; Tiao and Box, 1981). Recently, the vector autoregressive models 
have gained much application in a wide range of disciplines such as medicine, epidemiology, economics, biology and 

macroeconomics among others. For instance, an application of the VAR models is given by Roush et. al. (2017) which is 

on prediction of gross domestic product using autoregressive models. They constructed a vector autoregressive model of 
order 4, that is VAR(4), model by selecting few macroeconomic indicators and predicted the Gross domestic product. The 

study relied on extensive database of historical economic data by the Federal Reserve Bank of St.Louis and found that the 

results from the model matched with historical data an implication that the model predicted consistently. 

Yashavanth et. al. (2017) forecasted prices of coffee seeds using vector autoregressive (VAR) time series model 
in India. The VAR model was applied to model and forecast monthly wholesale price of clean coffee seeds in different 

coffee consuming centers namely: Bengaluru, Chennai and Hyderabad. After achieving stationarity, model selection was 

done based on the Akaike Information Criterion and VAR(2) model was selected. The model was also compared with 
univariate ARIMA models after which the study concluded that the VAR models fitted better than the ARIMA models 

based on the forecast accuracy measures. In addition, the study argues that when the ARIMA models are not available, 

then the VAR model can be used which makes use of the information available from other series when the series are 
cointegrated.  More application of the VAR models is as seen in the works of (Abdullah, 2022; Hamzah et al. 2020; 

Hossain et. al., 2018; Kalliovirta et. al., 2019; Khairan et. al., 2022; Elalaoui et. al., 2021; Quenouille, 1957; Saheed et. al., 

2021). 
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Despite the fact that the VAR models have been applied extensively in many areas due to their ability to perform 
well, there is a concern of what happens in the event that new information is obtained. In this paper, we consider fitting a 

VAR model to the data on crops, horticulture, livestock and related products, fisheries and forestry and then afterwards, 

update the model to incorporate new information or measurements. 
The rest of the paper is structured as follows: first we have research methods in Section II, the fitted VAR model 

in section III, update of the model in section IV and then the conclusions given in section V. 

 

II. RESEARCH METHODS 

 

This study considers the VAR modeling technique for model fitting. The identification or fitting of an ordinary 

VAR model involves model specification, estimation of model parameters and model checking to test whether the model 
is adequate. The order, p, of VAR is chosen which minimizes the Schwartz and Hannan-Quinn criteria as outlined by 

Lutkepohl (2005). The Schwartz criterion is given by 

 
On the other hand, the Hannan-Quinn criterion is given by 

 

where, for both criteria, ˆ
u is the estimated white noise covariance matrix, T is the sample size and v is the number of 

time series components. The criteria compares the residuals of the models and estimates the relative information loss of 

representing the original data using each of the model. In addition, the criteria weighs the quality of fit (covariance of 

residuals) against the complexity (number of free parameters) and therefore the model with least criterion value is 

considered as seen in Roush et. al. (2017). The parameters of a fitted VAR model can be estimated by ordinary least 
squares estimation method under the assumptions that error term has mean of zero, the variables are stationary and no 

outliers. The developed model is then subjected to diagnostic checking for its adequacy and this involves checking 

whether the residuals are white noise, normally distributed and uncorrelated. Afterwards, the model is used to forecast. To 
update the model, we consider the algorithm given by 

 
We consider secondary data obtained from the Kenya National Bureau of statistics, Statistical Abstract reports 

from 2000-2021 which is on monetary value marketed at current prices (Ksh. Million) from crops, horticulture, livestock 
and related products, fisheries and forestry. 

 

III. THE FITTED VAR MODEL 

 

The secondary data obtained was entered into Excel and saved under CSV format. 

It was then read in R software for analysis. First, a time series plot of the variables is done which is as given in Figure 1. 
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From figure 1, we observe that almost all the variables depict an increasing trend implying that the GDP from the 
variables has been increasing steadily over the years. Thus the series are non-stationary as confirmed by Dickey-Fuller 

test. We make the series stationary by applying differencing twice to the log of the variables. This gives the plot in Figure 

2. 
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From Figure 2, it is observed that the variables appear stationary and can be adopted. The Augmented Dickey 

Fuller test also shows that the series are stationary. Using the lagselect function, we find that the Akaike information 

criteria (AIC), Hannan-Quinn (HQ) criteria, Schwartz Criteria (SC) and Final Prediction Error (FPE) selects order of the 

model as 1 i.e p = 1 implying VAR(1) model is a suitable model. The model is given by 

 
The eigenvalues of the matrix of the penta-variate VAR model in equation 1 are obtained by solving for λ in the equation 

 
Where  

 
Equivalently, this is given by 

 
 
The eigenvalues are λ1 = −0.7078666 + 0i, λ2 = −0.2623644 + 0.4698648i, λ3 = −0.2623644 − 0.4698648i, λ4 = 

−0.4799684 + 0.0770515i and λ5 = −0.4799684 − 0.0770515i whose moduli are 0.7078666, 0.5381524, 0.5381524, 

0.4861138 and 0.4861138 respectively. All the eigenvalues have modulus less than one (lie within the complex unit 
circle) thus the model is stable. 
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We tested for Granger-Causality of the variables and found that Crops, Livestock, Horticulture, Fishing and Forestry do 
not Granger-cause the other variables. The test on normality of the residuals for the model in Equation 1 found that the 

residuals are normally distributed. 

 

IV. UPDATING THE MODEL 

 

Suppose we now combine the fitted model given in equation 1 with the measurement equation so that we have, 

 
We then subject equation 5 to algorithm 1 to update the model. Setting 

 

 
And  

 
in MATLAB, the plots in Figure 3 - Figure 7 are obtained for the five variables being referred to. 
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From Figures 3 - 7, which represent the first, second, third, fourth and fifth variables, that is Crops, Livestock, 

Horticulture, Fishing and Forestry respectively, it can be observed that the values of the root mean square error are fairly 

small an indication that the updated model performs well. 

 

V. CONCLUSIONS 

 

In this paper we focused on showing the concept of updating VAR models. We considered secondary data 

obtained from the Kenya National Bureau of statistics, Statistical Abstract reports from 2000-2021 which was on 

monetary value marketed at current prices from crops, horticulture, livestock and related products, fisheries and forestry. 
A VAR(1) model was then fitted for the mentioned variables. The model was then updated to incorporate new 

information. The plots of the Root Mean Square Error (RMSE) shows that the updated model performs well as indicated 

by small values of RMSE in the update and in the prediction steps. 
 

Data Availability 

The data used to support the study’s findings is secondary data available upon request from the author or obtained 

from the Kenya National Bureau of Statistics (KNBS) website on quarterly GDP reports and some simulated data. 
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