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ABSTRACT 
Product recommendation systems are information filtering 
predictions to make new product suggestions. There are many product recommendation 
system techniques in existence, these include collaborative filtering, content based 
filtering, knowledge based filtering, utility based filter
filtering. Collaborative filtering techniques is known to be the most popular product 
recommendation system technique. Itutilizesuser’sprevious productratings to make new 
product suggestions. However collaborative filtering have s
include cold start, grey sheep issue, synonyms issue. However the major weakness of 
collaborative filtering approaches is cold user problem. Cold user problem is the failure of 
product recommendation systems to make product suggestion
investigation had shown that cold user problem could be effectively addressed using 
active learning technique of administering personalized questionnaire. Unfortunately, the 
result of personalized questionnaire technique could c
uncertainties where the product database is too large (as in Amazon). This research work 
addresses the weakness of personalized questionnaire technique by applying uncertainty 
reduction strategy to improve the result obtained fr
questionnaire.In our experimental design we perform fourdifferent 
experiments;Personalized questionnaire approach of solving user based coldstart was 
implemented using Movielens dataset of 1M size,Personalized questionnaire ap
solving user based cold start was implemented using
size,Personalized questionnaire with uncertainty reduction was
Movielens dataset of 1M size,
reduction was implemented using Movielens dataset of 10M size.
shows RMSE, Precision and Recall improvement of 0.21, 0.17 and 0.18 respectively in 1M 
dataset and 0.17, 0.14 and 0.20 in 10M dataset respectively over personalized 
questionnaire. 
 

INTRODUCTION 

The rise of e-commerce websites lead
growth of the online product recommender 
systems, and sincemid-1990
recommender system have become a
study domain (Adovicius et al., 2005).
recommender systems are one of the deep
rooted artificial intelligence application in 
contemporary computer science 
(Sadeh,2002).Areas in which recommender 
systems are applicable include business, videos, 
games, You tube, Google, facebook, Netflix, 
Amazon, Movielens and so on.
(2018) defined product recommender system as 
an information filtering technique that uses 
ratings and predictions to make new
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Product recommendation systems are information filtering systems that uses ratings and 
predictions to make new product suggestions. There are many product recommendation 
system techniques in existence, these include collaborative filtering, content based 
filtering, knowledge based filtering, utility based filtering and demographic based 
filtering. Collaborative filtering techniques is known to be the most popular product 
recommendation system technique. Itutilizesuser’sprevious productratings to make new 
product suggestions. However collaborative filtering have some weaknesses, which 
include cold start, grey sheep issue, synonyms issue. However the major weakness of 
collaborative filtering approaches is cold user problem. Cold user problem is the failure of 
product recommendation systems to make product suggestions for new users. Literature 
investigation had shown that cold user problem could be effectively addressed using 
active learning technique of administering personalized questionnaire. Unfortunately, the 
result of personalized questionnaire technique could contain some user preference 
uncertainties where the product database is too large (as in Amazon). This research work 
addresses the weakness of personalized questionnaire technique by applying uncertainty 
reduction strategy to improve the result obtained from administering personalized 

In our experimental design we perform fourdifferent 
experiments;Personalized questionnaire approach of solving user based coldstart was 
implemented using Movielens dataset of 1M size,Personalized questionnaire ap

start was implemented using Movielens dataset of 10M 
size,Personalized questionnaire with uncertainty reduction was implemented using 
Movielens dataset of 1M size, and  also Personalized questionnaire with uncertainty 

was implemented using Movielens dataset of 10M size. The experimental result 
shows RMSE, Precision and Recall improvement of 0.21, 0.17 and 0.18 respectively in 1M 
dataset and 0.17, 0.14 and 0.20 in 10M dataset respectively over personalized 

websites lead to the 
of the online product recommender 

1990’s product 
ecommender system have become a significant 

domain (Adovicius et al., 2005).Product 
recommender systems are one of the deep-
rooted artificial intelligence application in 
contemporary computer science 

eas in which recommender 
systems are applicable include business, videos, 
games, You tube, Google, facebook, Netflix, 

. Taysuzoglu 
(2018) defined product recommender system as 
an information filtering technique that uses 

to make new 

recommendations. Okaka (2018) defined 
product recommender system as a 
information filtering system that 
rating that a user would give to an item. 
are various techniques proposed for product 
recommendation systems in existence
which arecollaborative filtering
content based filtering, utility and knowledge 
based filtering (Jazeyeriy et al., 2018). 
Recommendation systems aresignificant
many commercialapplications.  The
of recommendation systems can be seen
ability to learn from users preferences, 
recommend product that satisfy their tastes
Pozoet al.(2018) worked on a
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method for dealingwithcold start in recommender systems. 
A new user to a product recommendation 
system is presented a questionnaire in order to 
know his preferences. However Result gotten 
from personalized questionnaires could be too 
large and might contain some elements of user 
preference uncertainty. Many questions might 
challenge the willingness of the user to fill the 
questionnaire. Mohammad-Hossein (2014) 
worked on addressing cold start problem by 
askinga new user to rate an item. The problem 
with this technique is that new user need to rate 
many items before items of preference will be 
recommended to him.Zhu(2018) worked on 
addressing item based cold start byusing 
attribute-driven active learning technique. Patilet 
al.(2018) worked on demographic collaborative 
and content filtering technique based hybrid 
recommendation system. Vishwajithet al.(2019) 
worked on hybrid recommender system for 
therapy recommendation. The collaborative 
filtering idea is transformed to the therapy 
recommendation domain. The researchers 
considering therapies as items and therapy 
response as a user’s preference. Han(2019) 
worked on hybrid recommender system for 
patient doctor matching in primary health care. 
The researcher developed a hybrid 
recommendation system by learning latent 
representations for patients and doctors from 
their interactions and meta data. Neysianiet 
al.(2019) worked on improving performance of 
association rule based collaborative filtering 
recommendation systems using 
genetic.Collaborative filtering is known to be the 
first recommendation system technique 
(Adovicius et al., 2005)and also the most used 
product recommendation system technique 
(Taysuzoglu,2018).A personalized questionnaire 
method is a method that engage users to 
interact with the system by presenting them 
with a questionnaire to understand their 
preferences. On the other hand, Passive learning 
uses random existing users rating, which causes 
learning user preference to be slow. Active 
learning is part of machine learning. Machine 
learning is a research area which focuses on 
design and development of novel algorithms, 
which are used in solving a large variety of tasks 
such as regression and classification 
task.However Collaborative filtering weaknesses 
include  cold start, scalability, synonyms issue, 
data scarcity, e.t.c. Literature investigation had 
shown that the dominantissue of collaborative 
filtering is cold user problem(Pozo, 2018); 
(Mohammad-Hossein, 2014); (Karimi, 2011)& 
(Kohrs&Merialdo, 2001). It is the failure of 
product recommendation system to make 
recommendation to a new user. A new user that 

appropriate recommendations are not 
recommended to him/her may restrain from the 
product recommendation system. Researchers 
addressed cold user problem using active 
learning by asking the user some questions 
before matching him to the cluster of users 
having the same interest as the new user, so 
that similar recommendations will be made. 
However results of questionnaire could be too 
large and could contain more elements of user 
preference uncertainties. In this research,a 
personalized questionnaire is presented to the 
new user. Highly rated items from the result of 
personalized questionnaire are presented for to 
the new user to rate based on his/her 
preferences prior to user cluster assignment. 
This has the tendency of reducing uncertainty 
inherent in the result of personalized 
questionnaire. Four experiments were 
conducted. Personalized questionnaire approach 
of solving user coldstart implemented using 
Movielens dataset of 1M size. Personalized 
questionnaire approach of solving user cold start 
implemented using Movielens dataset of 10M 
size. Personalized questionnaire with uncertainty 
reduction implemented using Movielens dataset 
of 1M size.Personalized questionnaire with 
uncertainty reduction implemented using 
Movielens dataset of 10M size.The experimental 
result shows RMSE, Precision and Recall 
improvement of 0.21, 0.17 and 0.18 respectively 
in 1M dataset and 0.17, 0.14 and 0.20 in 10M 
dataset respectively over personalized 
questionnaire. 
 

MATERIALS AND METHODS 

Principles 
Active learning techniques were used in order to 
achieve user preference. At first, existing users 
having similar interest were clustered. A cold 
user is asked the genre(s) of his interest. Items 
are presented to the user based on the genre(s) 
provided by the cold user. Highly rated items 
from the ones chosen by the cold user are 
presented for the cold user to rate. Requesting a 
genre(s) and selecting some items of interest 
followed by rating highly rated items will be of 
help towards satisfying user preferences. 
Architecture 
In the proposed system architecture we have 
three modules, which are the clustering module, 
interest acquirement module and user cluster 
assignment module. The interestacquirement 
module has two components, which are 
Personalized Questionnaire Analysis and 
Uncertainty Reduction. Figure 1 contains the 
architectural design of the proposed system.
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 Figure 1:  Architectural Design of the proposed system. 

 
Clustering  module 

 In this module, clusters were formed. Users 
having similar interest are grouped into various 
clusters. Kmeans clustering technique will be 
used. The benefit of clustering is to know the 
users having the same interest as the cold user. 
Interest Acquirement Module 
In this module we have two components, the 
personalized questionnaire component and 
uncertainty reduction component, new user is 
presented a personalized questionnaire for him 

to answer. Decision tree algorithm is used for 
implementation. Uncertainty reduction technique 
is applied to the result of the personalized 
questionnaire. The new user is presented highly 
rated item from the result of the personalized 
questionnaire for him/her to rate prior to user 
cluster assignment. Pearson correlation algorithm 
is used for implementation. Figure 2 contains the 
decision tree diagram of the personalized 
questionnaire. 

 
Figure 2:  Decision tree structure of the personalized questionnaire technique.
 
User Cluster Assignment Module 

In this module, users having similar interest are 
assigned to the same cluster. Similar 
recommendations are made to people in the 
same cluster. 
Algorithm 

Active learning technique are usually 
implemented using decision tree. The basic 
steps in decision tree algorithm are presented in 

algorithm1. The decision tree has three child 
nodes. The decision three is  followed by the 
basic steps of Pearson correlation algorithm. The 
decision three is used in presenting personalized 
questionnaire. Highly rated items from the result 
of personalized questionnaire are presented to 
the new user to rate. The highly rated items are 
presented using Pearson correlation algorithm.  
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Algorithm 1:  Basic Decision tree Algorithm improved by Pearson correlation Algorithm. 
1:functionBUILDDECISIONTREE(Ut,Rt-
train,Rt-validation,Pt, currTreeL) 
2:     for user u Є of  Utdo 
3:           compute RMSEu1 on Rt-

validation(u) and Pt(u) 
4:     end for 
5:     for candidate item j from Rt-train 
do 
6:           split Ut into 3 child nodes 
based on j 
7:           for user u Є Utdo 
8:                 find the child node 
where u has moved into 
9:                 compute RMSEu2 on Rt-
validation(u) and Pt(u) 
10:               Mu,i= RMSEu1 - RMSEu 
11: end for 
12: end for 
13: δ = aggregate all ∆u,i 
14: discriminative item i∗ = argmaxi∆i 
15: compute pi∗ by using item 
prediction average 
16: if currentTreeLevel<( 
(maxTreeLevel) and Mi∗≥ 0) then 
17: create 3 child nodes Ut-child 
based on based on i∗ ratings 
18: for child in child nodes do 
19: exclude i∗ from Rt-child 
20: BuildDecisionTree(Ut-child, Rt-
child-train, Rt-child-      validation, Pt-
child, currentTreeLevel+1) 
21:end for 
22: end if 
23:else   
 
/*Pearson correlation algorithm to 
obtain highly rated items*/ 
                   ρ =Correlation(X) /*x is 
features and data */ 
                   for 0≤i<len(ρ)do 
                   Wi=0 
                   for 0≤len(ρi) do 
ki=aabs(ρij)/*Absolute value*/ 
auxi+=ki/*sample addition*/ 
                  end 
wi=V(i)/auxi/*calculate weights*/ 
                  end 
i∗=sort(w,byhighervalues)  
 
24: return i∗ 
25: end function 
 

RESULTS 
In the section below, result of the personalized 
questionnaire with uncertainty reduction were 
presented. It was obtained that the result of 
personalized questionnaire approach of solving 

cold user problem with uncertainty reduction 
was better than that of   personalized 
questionnaire approach alone. Below in Table 2 
is the result of personalized questionnaire with 
uncertainty reduction technique. 
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Table 2:Result of previous and proposed technique 
DATA SIZE MODEL RMSE PRECISION RECALL 

1M PREVIOUS MODEL 
(P.Q.  Model) 

0.698         0.583 0.636 

PROPOSED MODEL 
(P.Q. + U.R) 

         0.488         0.750 0.818 

10M PREVIOUS MODEL 
(P.Q.  Model) 

         0.866         0.486 0.439 

PROPOSED MODEL 
(P.Q. + U.R Model) 

         0.698          0.621 0.639 

Across all the evaluations, in Table 2, results show that the personalized questionnaire technique of 
solving cold user problem with uncertainty reduction approach achieve better RMSE, precision and 
recall in both 1M and 10M size than the work of pozo(2018). The proposed strategy was implemented 
and the experimental result shows RMSE, Precision and Recall improvement of 0.21, 0.17 and 0.18 
respectively in 1M dataset and 0.17, 0.14 and 0.20 in 10M dataset respectively over personalized 
questionnaire as shown in Table 2,  that best results were achieved where we have small dataset. 
From the result it can be seen that personalized questionnaire technique with uncertainty reduction 
technique have better results.    
 
CONCUSION 
In this research, active learning technique of 
uncertainty reduction was applied to 
personalized questionnaire approach of solving 
cold user problem. We carried out for 
experiments. Personalized questionnaire 
approach of solving user coldstart implemented 
using Movielens dataset of 1M size. Personalized 
questionnaire implemented using Movielens 
dataset of 10M size. Personalized questionnaire 
with uncertainty reduction implemented using 

Movielens dataset of 1M size.Personalized 
questionnaire with uncertainty reduction 
implemented using Movielens dataset of 10M 
size.We found improvement in terms of RMSE, 
recall and precision. The proposed strategy was 
implemented and the experimental result shows 
RMSE, Precision and Recall improvement of 
0.21, 0.17 and 0.18 respectively in 1M dataset 
and 0.17, 0.14 and 0.20 in 10M dataset 
respectively over personalized questionnaire. 
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