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ABSTRACT. Techniques of computing the chemical potential via computer simulation from a canonical ensemble are developed for the special case of lattice systems with periodic boundary conditions. An exactly solvable model is used to test the predictions of the techniques. It is shown that the particle insertion method used gives a better recipe for Monte Carlo sampling from a canonical ensemble of anisotropic systems. Good results have been obtained over a wide range of temperatures for the entropy and the chemical potential. Size dependent structural and thermodynamic properties are identified.

INTRODUCTION

The computation of the chemical potential and entropy for a model system by computer simulation methods are more difficult than for mechanical or other thermal properties (1-7). Computation of the chemical potential has been attempted by integrating the equation of state at constant temperature, which has many disadvantages (8,9), or by using the grand canonical ensemble (GCE) Monte Carlo (MC) method (10-12), which requires a special programme. Adams (13) has used the Widom method (14,15) for hard spheres for MC. The Widom method has also been used to calculate the entropy and vapour pressure using MC by Romano and Singer (16). The same method, and data, were used by Powles (17) to calculate the coexistence line for liquids resembling chlorine and bromine. Svensson and Woodward (18) have also developed and applied Widom’s method to study electrolyte solutions. A complimentary method to Widom’s which has considerable advantages, especially for the study of solutions, has been shown by Shing and Gubbins (19), a different approach is also followed by Torrie and Valeau (20) to estimate the chemical potential of a fluid by sampling on distributions designed for this purpose, rather than on the usual Boltzmann distribution. However, this method has the difficult problem of designing a suitable distribution. The objects of this paper are:

1. To test the existing procedures for chemical potential computation from a canonical ensemble against predictions of an exactly solvable model.
2. To propose an efficient algorithm for chemical potential computation from canonical ensemble of anisotropic systems restricted to lattice sites and allowed to interact only to nearest neighbours.

THE MODEL

The system we have chosen belongs to the Lebwohl-Lasher (21) model family and is defined by the hamiltonian

$$U_N = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} u_{ij}, \quad i \neq j$$  \hspace{1cm} (1)
where

$$u_{ij} = -\varepsilon_{ij}\cos(2\beta_{ij}).$$

(2)

and N is the number of particles. The particles are confined to a plane containing the line of centres and taken to be on a regular one dimensional lattice. $\beta_{ij}$ measures the angle between the symmetry axes of molecules i and j. $\varepsilon_{ij}$ designates the strength of attractive interactions between molecules i and j. Here $\varepsilon_{ij} = \varepsilon$ if i and j are nearest neighbours and 0 otherwise. Cyclic boundary conditions are assumed. In the thermodynamic limit, when N tends to infinity, configurational contributions to the internal energy, specific heat, entropy per particle and chemical potential are given by (22,23)

$$\frac{U}{N\varepsilon} = -\frac{I_1(\varepsilon/kT)}{I_0(\varepsilon/kT)},$$

(3)

$$\frac{C_V}{Nk} = \frac{1}{2}(\varepsilon/kT)^2 \left[ 1 + \frac{I_2(\varepsilon/kT)}{I_1(\varepsilon/kT)} - 2\left(\frac{I_1(\varepsilon/kT)}{I_0(\varepsilon/kT)}\right)^2 \right],$$

(4)

$$\frac{S}{Nk} = \ln\{2\pi I_0(\varepsilon/kT)\} - \frac{(\varepsilon/kT)I_1(\varepsilon/kT)}{I_0(\varepsilon/kT)},$$

(5)

$$\mu = -kT\ln\{2\pi I_0(\varepsilon/kT)\}. $$

(6)

The symbol $I_n(\varepsilon/kT)$ denotes an $n$th order modified Bessel function. Since the chemical potential is a smooth function of temperature, this guarantees the absence of phase transitions at any finite temperature for the infinite system.

**CHEMICAL POTENTIAL EXPRESSIONS**

The configurational partition function for a system of N interacting particles at an absolute temperature T is

$$Z_N = \int_0^{2\pi} \cdots \int_0^{2\pi} e^{\frac{-U_N}{kT}}d\beta_1 \cdots d\beta_N,$$

(7)

where k is the Boltzmann constant, $d\beta_1 \cdots d\beta_N$ is a volume element in the configuration space of the N particles and $U_N$ is the configurational potential energy defined by equations (1) and (2).

The chemical potential, $\mu$, is the derivative of the Helmholtz free energy with respect to the number of particles

$$\mu = \frac{\partial A}{\partial N}T,$$

(8)

$$A = -kT\ln Z_N.$$  

(9)

Differentiation of A with respect to a natural number, at least for large N, gives

$$\mu = -kT\ln(\frac{Z_N}{Z_{N-1}}),$$

(10)

$$= -kT\ln(\frac{Z_{N-1}}{Z_N}).$$

(11)

The chemical potential can be calculated in two different but in principle equivalent procedures. Next, brief descriptions of these procedures will be given.

**Particle removing method.** The N particle configurational partition function
is given by equation (7). It can be written as

$$Z_N = \int_0^{2\pi} \ldots \int_0^{2\pi} \exp\left(-\psi + U_N/kT\right) d\beta_1 \ldots d\beta_N,$$

which leads to

$$Z_{N+1} = \int_0^{2\pi} \ldots \int_0^{2\pi} \exp\left(-\psi + U_N/kT\right) d\beta_1 \ldots d\beta_{N+1},$$

(12)

Rearranging equation (13) gives

$$Z_N/Z_{N+1} = \exp(\psi/kT) >_{N+1}/2\pi.$$

Here $\psi$ is the work that would be done in removing a particle from the system to infinity. $< ... >_{N+1}$ implies thermal average taken over all possible configurations of $N+1$ particles. Thus

$$\mu = kT \ln \left\{ \exp(\psi/kT) >_{N+1}/2\pi \right\}.$$

This is formally equivalent to Shing's result.

Particle insertion method. The particle inserted must, on the average, satisfy the equilibrium single particle thermodynamic properties of the system. Imagine that a fictitious particle with randomly chosen orientation is inserted at a randomly chosen position of the system. In doing so the fictitious particle measures the energy of interaction $\psi$, which is the work that would be done in bringing a particle from infinity to the chosen position in the system. We can, therefore, write

$$Z_{N+1} = \int_0^{2\pi} \ldots \int_0^{2\pi} \exp\left(-\psi + U_N/kT\right) d\beta_1 \ldots d\beta_{N+1},$$

(16)

which leads to

$$Z_{N+1}/Z_N = 2\pi \exp(-\psi/kT) >_N.$$

Thus the expression for the chemical potential would be

$$\mu = -kT \ln \left\{ 2\pi \exp(-\psi/kT) >_N \right\}.$$

(17)

This is formally equivalent to Widom's method. Equation (14) is the inverse of equation (17). Therefore,

$$< \exp(-\psi/kT) >_N < \exp(\psi/kT) >_{N+1} = 1.$$

(18)

Computational details. We have studied a system of 250 particles which is known to give good results on most thermodynamic properties (24). A standard Monte Carlo Metropolis method with periodic boundary conditions has been employed to generate equilibrium configurations. The simulation was performed for 16 different scaled temperatures between $T^* = 0.1$ and $T^* = 2.0$ which include the heat capacity bump, where $T^* = kT/\epsilon$. The simulation at the lowest temperature studied has been started from a completely aligned system. The simulations at the other temperatures have been run in sequence starting from the equilibrium configurations at the nearest lower temperatures. A configuration of the system is defined by a set of $N$ orientations $\{\beta_i\}$. A new configuration is generated by sequentially choosing a particle. A new trial orientation of the chosen particle is then generated using the controlled increment technique of Barker and Watts (25). In every simulation a minimum of 5000 cycles, where a cycle is a set of $N$ attempted moves, have been used for equilibration and 5000 cycles were also found to be adequate for the production stage.

Computation of the chemical potential via particle removing method begins by evaluating $\psi$, the energy of interaction of any one of the real particles. However, $\psi$ for site $i$ changes only three times in a cycle. It is, therefore, sufficient to calculate $\psi(i)$ for $i = 1, N$ which is used to calculate $\exp(\psi/kT)$ once every cycle. This is then averaged over 500 cycles, which is defined to be a macrocycle, and the chemical potential determined at the end of each macrocycle from equation (15) which in terms of scaled quantities becomes
\[ \mu^* = T^* \ln \left\{ \exp \left( \psi^*/T^* \right) > N+1 / 2\pi \right\} \]

where \( \mu^* = \mu / \varepsilon \), and \( \psi^* = \psi / \varepsilon \).

As we have seen the chemical potential may also be obtained via the particle insertion method. At the end of each cycle two nearest-neighbour-real-particle positions are chosen sequentially and the fictitious particle is inserted with random orientation. \( \psi^* \), the energy of interaction of the fictitious particle with its nearest neighbours, is calculated which is used to evaluate \( \exp(-\psi^*/kT) \). \( \exp(-\psi^*/kT) \) is summed over all possible positions and orientations of the fictitious particle for a given configuration of the system. This is repeated at the end of each cycle to calculate the desired average \( \exp(-\psi^*/kT) \) for a macrocycle. The chemical potential is then calculated via equation (18) which in reduced units becomes

\[ \mu^* = -T^* \ln \left\{ 2\pi < \exp(-\psi^*/T^*) > N \right\}. \]

In principle a large number of random orientations could be assigned for the fictitious particle at the chosen position for a given configuration of the system to improve the results. This is one particular advantage of particle insertion method. In this work it is found sufficient to generate only one orientation per chosen position for each cycle.

The product \( \exp(\psi^*/kT)_{N+1} \exp(-\psi^*/kT)_N \) is calculated at the end of each macrocycle. This result is used to identify the temperature range over which equation (19) holds.

The internal energy, \( U \), is also calculated as

\[ U = \langle U_N \rangle, \]

where \( U_N \) is the configurational potential energy given by equations (1) and (2). This quantity is of interest because it provides a more detailed test of the procedure on the scaled entropy per particle \( S^*(\equiv S/Nk) \) together with the chemical potential via

\[ S^* = (\overline{U}^* - \mu^*) / T^*, \]

where \( \overline{U}^*(\equiv U/N\varepsilon) \) is the scaled internal energy per particle.

An estimate of the errors in the various averages was obtained by dividing the production run into ten macrocycles, an average was calculated for each macrocycle and the standard deviation of these ten averages determined from

\[ \sigma_X = \sqrt{\frac{1}{n(n-1)} \sum_{i=1}^{n} (X - \overline{X})^2}, \]

where in this particular case \( n = 10 \), \( \overline{X} \) is the overall average for the \( n \) macrocycles and \( X_i \) is the average for quantity \( X \) over the \( i \)th macrocycle. The system size dependence of the results were checked by repeating the simulation for system size of up to 10,000 particles at \( T^* = 0.1 \) where there is a maximum disagreement between the results of the two methods of computing the chemical potential.

**RESULTS AND COMPARISON WITH THE THEORETICAL PREDICTIONS**

Here, we begin by presenting the results for the chemical potential obtained via equations (20) and (21). We shall use the exact results for the model given by equation (6) for comparison. The variation of the scaled chemical potential with the scaled temperature is shown in Fig. 1. The results obtained via equation (20), shown as circles, is seen to agree with the predictions of the theory, shown
as a solid line, over a wide range of temperatures. Deviation between theory
and simulation results obtained via equation (20) are observed at temperatures
below $T^* \sim 0.3$ where the correlation length is significant compared with the
size of the system.

A better agreement between exact results and that obtained via equation
(21), shown as stars, is observed over all the temperature range studied. The
errors in the computed chemical potentials are found to be very small and are
less than the size of the points on the graph. The system size dependence of
these results were tested by repeating the simulation for system size of up
to 10,000 particles at $T^* = 0.1$. The results are found to agree within the
statistical error.

Another view of this result can be obtained by plotting the scaled entropy
per particle calculated via equation (23) at different temperatures (see Fig.
2). The particle insertion method gives a better estimate of the entropy (shown
as stars). This is found to be in good accord with the predictions of the theory
shown as a curve. The estimate of the entropy via the particle removing method,
shown as circles in the Figure, is found to be good at high temperatures.
However, at low temperatures the entropy is badly estimated and the errors
associated with the averages are large. This may be due to strong correlation
effects at low temperatures.
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Fig. 1. The temperature dependence of the chemical potential. The curve
indicates the exact results from equation (6). The symbols are
simulation results: circles are from particle removing method via
equation (20) and stars are from particle insertion method via
equation (21).

In Fig. 3 the second rank orientational correlation function, $G_2(r_{ij}^*) = \cos \theta_{ij}$, where
$r_{ij}^* = r_{ij}/a$ and $a$ is the lattice parameter is presented. $G_2(r_{ij}^*)$ for the model we have studied
has two known properties, $G_2(r_{ij}^*) = U/N\varepsilon$ if $i$ and $j$ are nearest neighbours and
$\lim_{r_{ij}} = G_2(r_{ij}^*) + 0$. However, $G_2(r_{ij}^*)$ for $T^* = 0.1$ shown as dashed line levels off to
$\sim 0.09$ implying a finite long-range orientational order at all finite temperatures. This
behaviour is mimicked by the system for $T^* \sim 0.3$. $G_2(r_{ij}^*)$ at $T^* = 0.3$ is shown as solid
line. The product $\exp(\psi/kT) > N + 1 < \exp(-\psi/kT) > N$ provides an alternative route to check the
Fig. 2. Entropy versus temperature. The curve is analytical result (equation (5)), simulation results are indicated by symbols: circles from particle removing method (via equations (20) and (23)) and stars from particle insertion method (via equations (21) and (23)). The error bars are of length $2\sigma_S$, where $\sigma_S = \sigma_\mu/T^\ast$.

Fig. 3. The second rank orientational correlation function $G_2(r_{ij}/a)$ as a function of scaled particle separation $r_{ij}/a$. The dashed line is for $kT/\varepsilon = 0.3$.

above statements. The results are presented in Fig. 4. The solid line represents prediction of theory (equation(19)) and simulation results are presented as stars. Again an agreement between theory and simulation results hold above $T^\ast \approx 0.3$ where the long range order is $\approx 0$. Properties such as internal energy (see Fig. 5) and the chemical potential calculated via particle insertion method and the corresponding entropy are found to be insensitive to the finite but small long-long order of the system.
Fig. 4. The solid line is theoretical prediction (equation (19)) and the stars are simulation results.

Fig. 5. The internal energy versus temperature. The solid line is prediction of theory (equation (3)) and the stars are simulation results.

CONCLUSION

Chemical potential is the most difficult property to estimate in molecular simulations. The analysis used in this work provides a reliable test of the two methods of chemical potential computations from canonical ensemble. For
systems interacting with short-range anisotropic potentials and restricted to lattice sites, such as the one we studied, the particle insertion method is found to be in a better agreement with exact results over wide range of temperatures. the particle removing method gives a bad estimate of the chemical potential for temperatures lower than $T^* \approx 0.3$. The error is magnified in the entropy. The failure of particle removing method to give accurate values of the chemical potentials and entropy is associated to the long-range order present in the system due the finite size effect. The internal energy and the chemical potential calculated via the particle insertion method are found to be insensitive to the sample size up to the smallest system size studied.
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