Regression-Cum-Ratio Mean Imputation Class of Estimators using Non-Conventional Robust Measures
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Different imputation strategies have been developed by several authors to take care of missing observations during analyses. Nevertheless, the estimators involved in some of these schemes depend on known parameters of the auxiliary variable which outliers can easily influence. In this study, a new class of ratio-type imputation methods that utilize parameters that are free from outliers has been presented. The estimators of the schemes were obtained and their MSEs were derived up to first-order approximation using the Taylor series approach. Also, conditions for which the new estimators are more efficient than others considered in the study were also established. Numerical examples were conducted and the results revealed that the proposed class of estimators is more efficient.
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1. Introduction

It is often assumed at the beginning of the survey that information on sampling units drawn from the population is completely available. This assumption is often violated due to non-response due to incomplete information or inaccessibility to respondents or refusal to answer questions, especially surveys in medical and social science, etc. which often involve sensitive questions. In such situations, responses of non-respondents after often imputed or estimated using imputation techniques. Imputation is the process of replacing missing data with substituted values. There are three main problems that missing data due to non-response causes. It can introduce a substantial amount of bias, make the handling and analysis of the data more arduous, and create reductions in efficiency. Missing data due to non-response creates problems of complications during data analysis. The imputation approach provides all cases by replacing missing data with an estimated value based on other available information and auxiliary variable. Once all missing values have been imputed, the data set can then be analyzed using standard techniques for complete data.

and [17]. Recently, [18] suggested a generalized class of imputation in which they compared the efficiency of the estimators obtained from the scheme with that of the estimators of the schemes by the previous authors and found that their estimators outperformed the estimators of the previous authors. Nonetheless, having studied the estimators by [18], it was observed that the estimators depend on the known parameters of the auxiliary variable which outliers can easily influence. In this study, new classes of ratio-type imputation methods which utilized parameters that are free from outliers have been presented.

Notations

The following notations have been used as described in [19], [20], [21], [22], [23], and [24].

Y: Study variable.
X: Auxiliary variable.
\( \bar{X}, \bar{Y} \): Population mean of the variables X and Y respectively.
n: Size of the sample
r: Number of respondents.
R: Ratio of the population mean of study variable to the population mean of auxiliary variable.
\( \bar{X}_n \): The sample mean for the sample of size n.
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\[ \bar{x}_i : \text{The mean of the variable } X \text{ for set } \Phi \]

\[ \bar{y}_i : \text{The mean of the variable } Y \text{ for set } \Phi \]

\[ S_y^2, S_x^2 : \text{Population variance of the variables } X \text{ and } Y \]

\[ S_y, S_x : \text{Population standard deviation of } Y \text{ and } X. \]

\[ \beta_1 : \text{Population coefficient of skewness of } X. \]

\[ \beta_2 : \text{Population coefficient of kurtosis of } X. \]

\[ \rho_{yx} : \text{Population coefficient of correlation between } Y \text{ and } X. \]

\[ \beta_{rg} : \text{Population regression coefficient.} \]

\[ C_Y, C_X : \text{Population coefficient of variation of } Y \text{ and } X. \]

\[ G = \frac{4}{N-1} \sum_{i=1}^{N} \left( \frac{2i-N-1}{2N} \right) X_{(i)} : \text{Gini's mean difference for } X. \]

\[ D = \frac{2\sqrt{\pi}}{N-1} \sum_{i=1}^{N} \left( i - \frac{N+1}{2} \right) X_{(i)} : \text{Downtown's method for } X. \]

\[ S_{pw} = \frac{\sqrt{\pi}}{N^2} \sum_{i=1}^{N} (2i-N-1)X_{(i)} : \text{Probability weighted moments for } X. \]

\[ \sum : \text{Population variance covariance matrix.} \]

**Sample Mean and [18] Imputation Schemes**

Let \( \Phi \) denotes the set of \( r \) units response and \( \Phi^c \) denotes the set of \( n-r \) units non-response or missing out of \( n \) units sampled without replacement from the \( N \) units population. For each \( i \in \Phi \), the value of \( y_i \) is observed.

However, for unit \( i \in \Phi^c \), \( y_i \) is missing but calculated using different methods of imputation.

The mean method of imputation is defined as

\[ y_{\bar{i}} = \begin{cases} y_i & i \in \Phi \\ \bar{y}_i & i \in \Phi^c \end{cases} \]

(1.1)

The point estimator of scheme in (1.1) denoted by \( \hat{\mu}_0 \) is given as in (1.2)

\[ \hat{\mu}_0 = r^{-1} \sum_{i \in R} y_i \]

(1.2)

The variance of \( \hat{\mu}_0 \) is given by (1.3).

\[ \text{Var}(\hat{\mu}_0) = \psi_{r,N} S_y^2 \]

(1.3)

where

\[ \psi_{r,N} = r^{-1} - N^{-1}, \quad S_y^2 = (N-1)^{-1} \sum_{i=1}^{n} (y_i - \bar{y})^2, \quad \bar{y} = N^{-1} \sum_{i=1}^{n} y_i \]

[18] proposed the following generalized class of imputation schemes;

\[ y_i = \left( \frac{\hat{\mu}_0}{\pi_1} + \hat{\beta}_1 (\bar{x} - \bar{x}) \right) \left( \frac{\hat{\beta}_2}{\pi_2} [\pi_1 \bar{x} + \pi_2] \exp \left( \frac{\pi_2 (\bar{x} - \bar{x})}{\pi_1 \bar{x} + \pi_2} \right) \right) \]

(1.4)

where \( \pi_1 \) and \( \pi_2 \) are known functions of auxiliary variables like coefficients of skewness \( \beta_1(x) \), kurtosis \( \beta_2(x) \), variation \( C_x \), standard deviation \( S_x \) etc, and \( \pi_1 \neq \pi_2, \pi_1 = 1, \pi_2 = 0 \) and \( \pi_1 \neq 0 .. \)

The point estimators of finite population mean under these methods of imputation are given by

\[ \hat{\mu}_q = \frac{r}{n} \hat{\mu}_0 + \frac{(1-r)}{n} \left( \frac{\hat{\mu}_0}{\pi_1 \bar{x} + \pi_2} (\pi_1 \bar{x} + \pi_2) \exp \left( \frac{\pi_2 (\bar{x} - \bar{x})}{\pi_1 \bar{x} + \pi_2} \right) \right) \]

(1.5)

\[ \text{MSE}(\hat{\mu}_q) = \psi_{r,N} (S_y^2 + \gamma^2 S_x^2 - 2 \gamma S_{yx}) \]

(1.6)

where, \( \eta_1 = \frac{\pi_1 \bar{x}}{\pi_1 \bar{x} + \pi_2} \), \( \eta_2 = \frac{\pi_2 \bar{x}}{\pi_1 \bar{x} + \pi_2} \), \( \gamma = \left( 1 - \frac{r}{n} \right) (R(\eta_1 + \eta_2) + \beta_{rg}) \)

2. **Materials and Methods**

**Proposed Imputation Scheme**

Having studied the scheme and estimators of [18], which utilize known functions of the auxiliary variable, that are sensitive to outliers, we proposed the following scheme to obtain estimators that are not sensitive to outliers by using nonconventional robust measures of the auxiliary variable defined as

\[ y_{\bar{i}} = \begin{cases} y_i & i \in \Phi \\ \bar{y}_i + \beta_{rg} (\bar{x} - \bar{x}) \left( \frac{\phi}{\phi \bar{x} + \phi_k} \right) & i \in \Phi^c \end{cases} \]

(2.1)

The associated class of point estimators for scheme (2.1) is obtained as
\[ \hat{t}_i = \frac{r}{n} \bar{y} + \left( 1 - \frac{r}{n} \right) \frac{\left( \bar{y} + \beta_{xg} (X - \bar{x}) \right)}{\phi_j \bar{x} + \phi_k} \left( \phi_j \bar{X} + \phi_k \right) \]

Remark 1: Note that \( \phi_j \neq \phi_k \),

where,

\[ \phi = \left\{ (G \times n), (D \times n), (S_{pw} \times n) \right\}, \left( \phi_j, \phi_k \right) \in \phi, t = j, k \]

\( m = 1, 2, 3, 4, 5, 6 \),

Table 1: Some member of \( \hat{t}_i \) for different values of \( \phi_j \) and \( \phi_k \)

<table>
<thead>
<tr>
<th>( i )</th>
<th>Estimators</th>
<th>Values of Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[ \hat{t}<em>1 = \frac{r}{n} \bar{y} + \left( 1 - \frac{r}{n} \right) \frac{\left( \bar{y} + \beta</em>{xg} (X - \bar{x}) \right)}{\left( G \times n \right) \bar{X} + \left( D \times n \right)} ]</td>
<td>( G \times n ) ( D \times n )</td>
</tr>
<tr>
<td>2</td>
<td>[ \hat{t}<em>2 = \frac{r}{n} \bar{y} + \left( 1 - \frac{r}{n} \right) \frac{\left( \bar{y} + \beta</em>{xg} (X - \bar{x}) \right)}{\left( G \times n \right) \bar{X} + \left( S_{pw} \times n \right)} ]</td>
<td>( G \times n ) ( S_{pw} \times n )</td>
</tr>
<tr>
<td>3</td>
<td>[ \hat{t}<em>3 = \frac{r}{n} \bar{y} + \left( 1 - \frac{r}{n} \right) \frac{\left( \bar{y} + \beta</em>{xg} (X - \bar{x}) \right)}{\left( D \times n \right) \bar{X} + \left( G \times n \right)} ]</td>
<td>( D \times n ) ( G \times n )</td>
</tr>
<tr>
<td>4</td>
<td>[ \hat{t}<em>4 = \frac{r}{n} \bar{y} + \left( 1 - \frac{r}{n} \right) \frac{\left( \bar{y} + \beta</em>{xg} (X - \bar{x}) \right)}{\left( D \times n \right) \bar{X} + \left( S_{pw} \times n \right)} ]</td>
<td>( D \times n ) ( S_{pw} \times n )</td>
</tr>
<tr>
<td>5</td>
<td>[ \hat{t}<em>5 = \frac{r}{n} \bar{y} + \left( 1 - \frac{r}{n} \right) \frac{\left( \bar{y} + \beta</em>{xg} (X - \bar{x}) \right)}{\left( S_{pw} \times n \right) \bar{X} + \left( G \times n \right)} ]</td>
<td>( S_{pw} \times n ) ( G \times n )</td>
</tr>
<tr>
<td>6</td>
<td>[ \hat{t}<em>6 = \frac{r}{n} \bar{y} + \left( 1 - \frac{r}{n} \right) \frac{\left( \bar{y} + \beta</em>{xg} (X - \bar{x}) \right)}{\left( S_{pw} \times n \right) \bar{X} + \left( D \times n \right)} ]</td>
<td>( S_{pw} \times n ) ( D \times n )</td>
</tr>
</tbody>
</table>

Data for Empirical Study

For the empirical examples on the precision of proposed estimators, three sets of data obtained from [25] in Table 2 were used.

Table 2: Data used for empirical study

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Pop. 1</th>
<th>Pop. 2</th>
<th>Pop. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>34</td>
<td>34</td>
<td>80</td>
</tr>
<tr>
<td>( n )</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>( r ) (Assumed)</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>( \bar{Y} )</td>
<td>856.4117</td>
<td>856.4117</td>
<td>5182.637</td>
</tr>
<tr>
<td>( \bar{X} )</td>
<td>208.8823</td>
<td>199.4412</td>
<td>1126.463</td>
</tr>
<tr>
<td>( C_{Y} )</td>
<td>0.8561</td>
<td>0.8561</td>
<td>0.354193</td>
</tr>
<tr>
<td>( C_{X} )</td>
<td>0.7205</td>
<td>0.7531</td>
<td>0.7506772</td>
</tr>
<tr>
<td>( \beta \left( x \right) )</td>
<td>0.9782</td>
<td>1.1823</td>
<td>1.050002</td>
</tr>
<tr>
<td>( \beta \left( x \right) )</td>
<td>0.0978</td>
<td>1.0445</td>
<td>-0.063386</td>
</tr>
<tr>
<td>( \rho_{YX} )</td>
<td>0.4491</td>
<td>0.4453</td>
<td>0.9410</td>
</tr>
<tr>
<td>( S_{X} )</td>
<td>150.5059</td>
<td>150.2150</td>
<td>845.610</td>
</tr>
</tbody>
</table>
Simulated Data for Empirical Study

In this section, Data of size 1000 units were generated for study populations using function defined in Table 3. Samples of size 100 units from which 60 units were selected as respondents were randomly chosen 10,000 times by method of simple random sampling without replacement (SRSWOR). The Biases and MSEs of the considered estimators were computed using (2.3) and (2.4) respectively

\[
\text{MSE}(\hat{\theta}) = \frac{1}{10000} \sum_{d=1}^{10000} (\hat{\theta}_d - \bar{Y})^2, \quad \hat{\theta}_d = \bar{y}_r, \hat{\mu}_d^{(i)}, i
\]

Table 3: Populations used for Simulation Study

<table>
<thead>
<tr>
<th>Populations</th>
<th>Auxiliary variable (x)</th>
<th>Study variable (y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$X \sim \text{beta}(1.1, 2.0)$</td>
<td>$Y = 50 + 10X + 20X^2 + e$,</td>
</tr>
<tr>
<td>II</td>
<td>$X \sim \text{gamma}(10, 25)$</td>
<td>where, $e \sim (0, 4)$</td>
</tr>
</tbody>
</table>

3. Results and Discussion

Properties of the Estimators suggested

The MSE of estimators for suggested imputation schemes is obtained as

\[
\text{MSE}(\hat{t}_m) = \Delta \Sigma \Delta^T
\]

\[
\Sigma = \begin{pmatrix}
\psi_{r,n} S_Y^2 & \psi_{r,n} \rho S_Y S_X \\
\psi_{r,n} \rho S_Y S_X & \psi_{r,n} S_X^2
\end{pmatrix}
\]

On differentiating the estimator $\hat{t}_m$ with respect to $\bar{y}_r$, partially, we have,

\[
\frac{\partial \hat{t}_m}{\partial \bar{y}_r} = \frac{r}{n} (\phi \bar{X} + \phi_i)
\]

On setting $\bar{y}_r = \bar{Y}, \bar{x}_r = \bar{X}, \hat{\beta}_{rg} = \beta_{rg}$, we have,

\[
\frac{\partial \hat{t}_m}{\partial \bar{x}_r} |_{\bar{y}_r = \bar{Y}, \bar{x}_r = \bar{X}} = -\frac{1}{n} \frac{\beta_{rg} + \bar{Y} \phi_j \bar{X} + \phi_i}{\bar{X} + \phi_i}
\]

By substituting (3.3) and (3.6) into (3.1), we obtain the mean square error of the estimators as
\[ \text{MSE}(\hat{t}_m^n) = (1 - M) \left( \psi_{r, N} S^2_Y + \psi_{r, N} \rho S_Y S_X \right) \]

\[ \text{MSE}(\hat{t}_m^1) = \psi_{r, N} \left( S^2_Y - 2M \rho S_Y S_X + M^2 S^2_X \right) \]

Test for the Consistency of \( \hat{t}_m^1 \)

Theorem 1: the estimators \( \hat{t}_m^1 \) are consistent.

Proof: Let \( f(x) \) and \( g(x) \) be continuous function, then

\[ \lim_{x \to p} \left( f(x) \pm g(x) \right) = \lim_{x \to p} f(x) \pm \lim_{x \to p} g(x), \quad p \neq \infty \]

\[ \lim_{x \to p} \left( f(x) \times g(x) \right) = \lim_{x \to p} f(x) \times \lim_{x \to p} g(x), \quad p \neq \infty \]

\[ \lim_{x \to p} \frac{f(x)}{g(x)} = \lim_{x \to p} \frac{f(x)}{g(x)}, \quad p \neq \infty, \quad \lim_{x \to p} g(x) \neq 0 \]

(3.11)

As \( r \to N, \ n = N \), using the results of (3.9), (3.10) and (3.11), we have

\[ \lim_{r \to N} \hat{t}_r^n = \lim_{r \to N} \hat{t}_r \left( 1 - \lim_{r \to N} \left( \frac{\hat{\gamma}_r + \hat{\beta}_r (\hat{X} - \lim \hat{x}_r)}{\hat{\phi}_r + \hat{x}_r} \right) \right) \]

(3.12)

Since \( n = N \) if \( r \to N \), then

\[ \lim_{r \to N} \hat{y}_r = \hat{y}, \quad \lim_{r \to N} \hat{x}_r = \hat{x}, \quad \lim_{r \to N} \hat{r} = 1 \text{ and} \]

\[ \lim_{r \to N} \hat{\beta}_r = \beta_r. \]

Therefore,

\[ \text{Table 4: MSE of Estimators} \quad \hat{\mu}_0, \hat{\mu}_i^{(*)}, i = 1, 2, ..., 17, \hat{t}_k^1, k = 0, 1, 2, ..., 6 \]

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Pop. 1</th>
<th>Pop. 2</th>
<th>Pop. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample mean ( \hat{\mu}_0 )</td>
<td>25537.11</td>
<td>25537.11</td>
<td>217082.8</td>
</tr>
</tbody>
</table>

[(18) Estimators]

\[ \hat{\mu}_1^{(*)} = 20960.84 \]

\[ \hat{\mu}_2^{(*)} = 20953.11 \]

\[ \hat{\mu}_3^{(*)} = 20950.37 \]

\[ \hat{\mu}_4^{(*)} = 20959.78 \]

\[ \hat{\mu}_5^{(*)} = 20404.57 \]

Hence, the proof.

Theoretical Efficiency Comparison

In this section, conditions for the efficiency of the new estimators over some existing related estimators were established.

Theorem 2: Estimator \( \hat{t}_i^1 \) is more efficient than \( \hat{\mu}_i \) if (3.14) is satisfied.

\[ M < 2\beta_{rg} \]

(3.14)

Proof: Minus (3.8) from (1.3), theorem 2 is proved.

Theorem 3: Estimator \( \hat{t}_i^1 \) is more efficient than \( \hat{\mu}_i^{(*)} \) if (3.14) is satisfied.

\[ (Y + M) \beta_{rg} + (M^2 - Y^2) < 0 \]

(3.15)

Proof: Subtract (3.8) from (1.6), theorem 3 is proved.

Empirical Study using Real life Data

Empirical examples on the precision of proposed estimators using real life data in Table 2 were considered in this section.
Proposed Estimators

| $\hat{\mu}_6$ | 20946.36 | 21211.80 | 79155.26 |
| $\hat{\mu}_7$ | 20959.38 | 21214.22 | 79367.39 |
| $\hat{\mu}_8$ | 20386.69 | 20482.02 | 28536.62 |
| $\hat{\mu}_9$ | 20952.94 | 21224.23 | 79252.89 |
| $\hat{\mu}_{10}$ | 20959.76 | 21220.92 | 79363.84 |
| $\hat{\mu}_{11}$ | 20402.49 | 20544.03 | 32845.29 |
| $\hat{\mu}_{12}$ | 20886.54 | 21223.10 | 81083.16 |
| $\hat{\mu}_{13}$ | 20862.36 | 21217.61 | 81790.12 |
| $\hat{\mu}_{14}$ | 20692.22 | 20521.50 | 45609.92 |
| $\hat{\mu}_{15}$ | 20960.79 | 21232.77 | 79355.06 |
| $\hat{\mu}_{16}$ | 20960.77 | 21232.73 | 79355.01 |
| $\hat{\mu}_{17}$ | 20960.83 | 21232.74 | 79355.20 |

Table 4 shows the numerical results of the MSE of estimators $\hat{\mu}_i$, $i = 1, 2, 3, 4, ..., 17$, and $\hat{t}_m$, $m = 1, 2, 3, 4, 5, 6$, using data sets in Table 2. Of all the subjects examined, the proposed two proposals have a minimum MSE for all data sets. This means that the proposed methods have shown a high level of efficiency on others considered in the study, and can produce a better estimate of the average population in the presence of an unresponsive or missing observation on average.

**Empirical Study using Simulated Data**

In this section, simulation studies were conducted to assess the performance of the estimators of the proposed schemes with respect to [18] estimators using study populations simulated by functions defined in Table 3 and the results are presented in table 5.
Table 5 shows the results of the biases and MSEs of the estimators of the proposed schemes, using the simulated data for population 1 in Table 3. The results revealed that the estimators of the proposed scheme have minimum biases and MSEs. This implies that the estimators of the proposed scheme are more efficient than Sample mean, [18] estimators and can produce a reliable estimate closer to the true population mean of the study variable.

4. Conclusion

From the results of the empirical studies, it was obtained that the proposed estimator is more efficient than other estimators considered in the study and, therefore, its use is recommended to estimate the population average when certain
values of the variables of the study are missing in the study.
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