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Abstract 

The rapid popularity of Unmanned Aerial Vehicles (UAVs) or drones is due to its great promise for 
various commercial and recreational applications. Moreover, technological advancements has made 
UAVs both affordable and versatile, it is able to perform task considered difficult and dangerous with 
high mobility, low cost and safely. Despite these advantageous applications and future potentials, 
UAVs are regrettably also used for malicious activities such as cyber-attack (i.e., eavesdropped the 
mobile phone of unsuspecting users), terrorism, drug trafficking and violation of security of restricted 
or sensitive areas. In order to overcome these aforementioned challenges, various UAV detection and 
identification techniques were developed by researchers in the past. Conventional techniques have 
inherent weakness such as poor performance in the presence of low visibility, less effective in an 
environment with high ambient noise and are also adversely affected by weather conditions. All these 
and more constitute major setback in UAV detection and identification. Similarly, RF sensing  
employed  are usually based on traditional machine learning and statistical methods which are less 
effective in their capacity to successfully capture the rich information present in complex unstructured 
RF signal. To this end, a deep learning approach is proposed as a possible solution that is capable of 
achieving high accuracy in detection with less training time. To verify the effectiveness of our proposed 
convolutional neural network architecture, it was evaluated on the popular open source dataset, the 
DRONE RF dataset. Our empirical results demonstrates that our proposed CNN model outperformed 
state-of- the -art results using the same DRONE RF dataset.  
 
Keywords: Convolutional neural network, radio frequency signal, UAV detection, UAV 
identification 
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INTRODUCTION 
Unmanned Aerial vehicles (UAVs) also known as drones have proven to be very useful in a 
wide variety of military applications such as reconnaissance operation, espionage, and search 
and rescue operation (Swinney & Woods, 2020). Similarly, over the past few years, there has 
also been rapid growth in the application of UAVs to numerous domains leading to its 
popularity. The pervasiveness of UAVs is primarily due its relative reduction in price and the 
technological advancement in precision sensors. These sensors such as motion sensors and 
gyroscope found in modern UAVs that aid its guidance, navigation, and control have 
contributed in stimulating the increasingly applications of UAVs in various domains. For 
instance UAVs are used for recreational activities, disaster management (Restas, 2015), 
surveillance (Nemer et al., 2021), courier delivery (Kosolyudhthasarn et al., 2018), 
cinematography, environmental monitoring, agriculture monitoring (Bisio et al., 2019), remote 
sensing, search and rescue missions (Nguyen et al., 2016) and lot more. Notably, UAVs are 
seen as promising substitute for satellite based systems or in some instance used to 
complement it. In reality, UAV usage could potentially promote and facilitate economic 
growth (Nemer et al., 2021). In addition, there still exist great promises for new use-case of 
UAVs in the future. 
 
Even though UAVs have many advantageous applications, it is also used for illicit purposes 
that pose significant threat to the public safety (Swinney & Woods, 2021) and national 
infrastructure (Solodov et al., 2018) .Recently, some rebels violated the security of national 
infrastructures by flying UAVs into airport and nuclear reactor (Solodov et al., 2018). For 
instance in 2018 Gatwick airport and network liberty international airport were shut down for 
hours due to UAVs invasion (Zhang, 2021). Similarly, UAVs are used to carry out cybercrimes, 
for instance , utilizing UAV to eavesdrop on mobile phone users and hence violating the 
confidentiality of unsuspecting users sensitive data (Alajmi et al., 2017) . In addition, UAV can 
be used for a variety of illegal activities e.g., spying, terrorism (Chamola et al., 2021), illegal 
surveillance (Medaiyese et al., 2021), drug trafficking, fire arm smuggling and so on. 
With the current rise of UAVs misuse, these have open doors to a new era where finding 
effective and intelligent UAV detection and identification becomes a research challenge. Many 
literatures have attempted various methods by using various sensing mechanism that 
includes radar, video, audio and RF based and so on. 
 
Jeon et al., (2017) conducted a research by investigating how unique sound signature produces 
by UAVs could be captured and analyzed by deep neural network. They implemented and 
compared Gaussian mixture model (GMM), recurrent neural network (RNN) and CNN for 
sound classification and drone identification. Their empirical results showed them that RNN 
was the best performing in drone detection with a short processing of 240ms. Hence it proved 
that their proposed technique is suitable for application in real time scenario. In (Muhammad 
et al., 2020; Unlu et al., 2019) UAV detection was achieved using computer vision approach. 
They demonstrated that camera can be placed at strategic position for video surveillance of 
specific area. The video and images captured could form a dataset for UAV detection. These 
dataset can be used to train a deep learning model, and the model will automatically extract 
features which will aid in identifying UAVs. Parameter such as UAV appearance or it motions 
could serve as a distinguishing different UAVs. The author argued that for quick detection 
multiple cameras can be used for wider visualizations. (Taha & Shoufan, 2019) has also 
provided review on many work where radar sensing mechanism are applied with difference 
Machine learning (ML) approach for UAV detection .The empirical  result from these works 
showed that drone identification can be achieved with accuracy comparable with state-of the 
art and also outperform it. From these literatures reviewed, these mainstream sensing 
mechanism have inherent weakness such as poor performance in the present of low light 
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visibility, less effective in an environment with high ambient noise and negatively influence 
by weather condition. All these and more has been the major setback in UAV detection and 
identification using the aforementioned sensing mechanisms. 
 
RF signals have emerged as one of the reliable sensing mechanism for UAV detection and 
identification. Use of RF signals have also proven to be adequate for real-life scenarios (Azari 
et al., 2018). It is considered the best sensing technique when detection at a distance is the 
objective (Swinney & Woods, 2020) . In addition, RF based UAV detection and identification 
facilitates high accuracy , capable of determining UAVs make or models and its modes of 
operation, which can potentially aid forensic investigations (Al-Emadi & Al-Senaid, 2020). 
Few literatures have also addressed the problem of UAV identification using RF signals. This 
sensing mechanism is usually based on experiments that involve intercepting the RF signal 
transmitted between UAVs and its flight controller during mission. 
 
Ezuma et al., (2019) investigated the detection and classification of micro-UAV by using raw 
RF signals transmitted from the flight controller to the micro-UAV. In their proposed 
technique the RF signal is converted to frames during the pre-processing step. They employed 
the wavelength domain analysis for the purpose of data size reduction and removal of bias 
present. A naive Bayes classifier is then applied for detection of UAV from signal frames and 
also for the classification of UAV types. In addition, they utilized energy transient signals 
which are robust to various noises and easy to modulate. Although their technique had 
significant improvement over existing machine learning techniques, however the inherent 
draw back with their technique is that it depends on hand crafted features which is costly. In 
another work by (Al-Sa’d et al., 2019), they proposed using deep neural network model on 
raw RF signal  for the purpose of  detecting and identifying UAV.  The proposed algorithm 
successfully identified the presence of UAV, the specific type of UAV. In addition their 
algorithm also detected UAV operation mode (i.e., power on/off, hovering, video recording 
and flying). They achieved an average accuracy of 97.7%, 84.5% and 46% in the three 
difference classification. Notably, their work built the pioneering DRONE RF database. A 
database that was made available to the public to foster research in RF based UAV and 
detection and identification. Even though their work was ground breaking, their technique 
was computationally expensive and their DNN algorithm was feed with large dimension of 
input vector. Ezuma et al., (2020) in a recent work implemented a multiphase detector to 
identify UAV signal in the presence of other RF interference i.e., wireless technology such as 
WiFi and Bluetooth. Their proposed approach involves a machine learning (ML) classifier 
used to classify any UAV detected. In addition a multiphase detector consisting of two 
detectors was used. Firstly, by using Naive Bayes algorithm based on Markov model they 
were able to determine whether the captured data has an RF signal or Not. The second phase 
is initiated for the purpose distinguishing whether an RF signal detected is an interference or 
UAV control signal. The basis of distinction between the two categories of RF signal is the 
band and modulation characteristic of the RF signal. The ML classifier is fed with only UAV 
control signals from the multi-phase detector, for further processing to determine the UAV 
model and make of the controller. Their experimental evaluation achieved an accuracy of 
98.13% using K-Nearest Neighbour classifier with 25dB SNR. Though their result high 
accuracy, classical machine learning is quickly becoming unreliable with the increasingly 
complexity of real life data. 
 
Swinney & Woods, (2020) explored the use of power spectral density in frequency domain on 
the popular DRONE RF data set. In this work VGG16 CNN a form of transfer learning was 
used for feature extraction. The significant feature from VGG16 is feed to three machine 
learning classifiers namely support vector machine (SVM), logistic regression (LR) and 
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random forest (RF). Based on their experimental evaluation and comparison the authors 
argued that Power spectral density (PSD) has higher accuracy than time domain spectrograms 
on the dataset. Their study has shown that LR performed better than RF and SVM. However 
the difference was marginal. Their proposed approach produced 40% increase when 
benchmark against (Al-Sa’d et al., 2019). In addition, they noticed a drop of 37.7% when the 
classification was increases from 4classes to 10 classes. However, the drawback of their work 
was that it is time consuming.  
Medaiyese et al., (2021) developed a system for UAV detection and classification that is 
effective even in the presence of other wireless signal. Their technique exploited steady state 
RF signals transmitted by UAV and it flight controller. Their technique employed a semi 
supervised learning approach that combined stack denoising auto encoder (SDAE) and local 
outlier factor algorithms. In order to make their approach robust to all form of channel noise 
the SDAE transforms the signal into latent representation by compressing the signal. The 
output from the SDAE is fed into a local outlier factor (LOF) algorithm which essentially 
detects the UAV signal, by distinguishing it from all other wireless signals i.e., WIFI and 
Bluetooth. The detected UAV signal is further analysed to facilitate the classification into 
different category such as type of UAV, UAV model type and flight mode of the UAV. The 
drawback of the proposed technique is that it is time consuming and it is computationally 
expensive. 
 
To the best of our knowledge no literature has proposed a robust UAV detection and 
identification system.  The problem of finding effective and intelligent system that adequately 
handle the issue of UAV detection, To this end, we implement a convolutional neural network 
(CNN), an advance technique for the detection and identification of UAV utilizing RF 
fingerprints. CNN when optimized is a possible solution that is capable of achieving 
comparable state-of-the-art result accuracy in detecting UAVs with reduced training time. 
. 
PROPOSED NEURAL NETWORK MODEL 
Our proposed neural network model architecture is cost-efficient. Fig. 2 shows the 
implemented architecture, a CNN used for an efficient drone identification and detection. 
CNN is not just one network but a combination of algorithms in different layers. The common 
structure of a CNN contains several succeeding convolutional layers with pooling and 
normalization, after which there are a couple of fully linked layers (perceptron). Figure 1 
shows a conceptual model: 
 
 
 
 
 
 
 
 
 

Figure 1. Conceptual model of CNN (Sultana et al., 2018) 

 
 
We deployed a two-dimensional (2D) convolutional layer in our network architecture to 
properly process the RF signal dataset and extract features. The proposed CNN model 
architecture consists of six two-dimensional convolution layers with different hyper-
parameters suitable for the analyses of the correlations of raw RF signal and extracting high-
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level features. Figure 2 shows illustration of the final design of our neural network 
architecture for the proposed CNN model.  
 
To validate the effectiveness of our proposed neural network architecture using the RF 
database. A preprocessed raw RF signal is fed to the convolution layer. The convolutional 
layer is the central building block of CNN, and it conveys the major portion of the 
computational load in the network. In other words it is responsible for extracting features 
from input data. It is made up of several kernels (also known as filters). The filter primary 
purpose is to perform convolution operation over the input data and compute different 
feature map. Consequently, Convolution layer reduces the number of learning parameters to 
a great degree by using many set of kernels (filters). 
 
The feature map obtained from convolution layer can be mathematically expressed as, 

 

ℎ𝑖 = ∑ 𝑥𝑖𝑦𝑖
𝑁
𝐼=1 + 𝑏𝑖                                                                              (1) 

 
Here ℎ𝑖represent the feature map at the two dimensional coordinates i, of input signal which 
is computed through the summation of multiplication of the input channel 𝑦𝑖  and the 
corresponding convolutional kernel 𝑥𝑖 of same input channel. 𝑏𝑖 is considered the bias.  
The input for convolution are primarily shaped in the form of (height * weight * channel. The 
input to the first convolution layer was shaped in terms of (data * channels*1) to match the 
requirement of the convolution layers (Tsinganos et al., 2018). The model includes both a batch 
and layer normalization layer. Batch normalization ensures that the mean is always close to 0 
and the standard deviation is relative to 1. This is very necessary to avoid gradient explosion. 
Furthermore, we adopted rectified linear unit as an activation function following the 
convolutional layer is an activation function, we adopted rectified linear unit (ReLU). The 
ReLU requires very minimal computation load compared to others.  The mathematical 
representation of ReLU is:  
𝑓(𝑥)𝑅𝑒𝐿𝑈 = 𝑚𝑎𝑥(0, 𝑥)                                                                            (2) 
 
The reason of selection ReLU activation is because of its ability to solve vanishing gradient 
problem and make a better learning approach for the proposed CNN model. Furthermore, 
pooling layer has been included after the ReLU layer after each convolution layer. The pooling 
layer has an important property that reduces the number of parameter and computational 
load by sub sampling the input, hence handling the problem of over fitting. In addition, a 
flatten layer has be added to further reduce the spatial dimension of input signals to 
correspond to the initial channel dimensions. Lastly, our proposed CNN has fully connected 
layer followed by a softmax layer. The key important of the fully connected layer is to combine 
all the learned features obtained from the previous layer. The fully connected layer helps to 
map the representation between the input and the output layers. The fully connected layer 
performs a combination of matrix multiplication and a bias effect. It is mathematically 
expressed as follows: 
𝐹 = 𝑊 𝑍 + 𝑏𝑓                                                                                        (3) 

 
As shown in equation 3 𝑍 if the input and 𝑊 is the weight matrix. 𝑏𝑓 is the bais of the fully 

connected layer. . Accordingly, a softmax transfer function is performed over the net feature 
map of fully connected layer as follows  

𝑋 =  
exp (𝑡)

∑ 𝑒𝑥𝑝 (𝑡)
                                                                                           (4) 
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Here 𝑋 represent the output and where (𝑡) is the input feature map of the softmax layer. 
Finally, the feature map of softmax layer is received by the classification layer. Here, the cross 
entropy loss function performs to allocate each input to one of the mutually exclusive class. 
In other words, the Softmax activation function gives individual classes a probability that is 
used by the loss function and back propagated through the network architecture. The hyper 
parameters used to tune the model are highlighted in the Table 1. It is worth noting that to 
obtain these hyper parameters that give the optimal performance for the proposed CNN 
model, time was taken in carrying out numerous experiments with different values of hyper 
parameters using grid-search model until best accuracy is achieved. 
Finally, the summary of our proposed CNN model configuration used during the 4-class 
classification which is identification of UAVs types is reported in Table 3. It is worth noting 
that this outcome of number of layers and neuron as seen in Table 3 was a result of several 
simulations which was done to achieve an optimal solution The implementation of the 
proposed CNN model was carried out in python script using Pandas, MatplotLib, Numpy, 
scikit learn and popular deep learning API keras and Tensorflow framework. 
 
 

 
 
 
 
 
 
 
 
 

Figure 2. Illustration of the final network architecture of our Proposed CNN model 

 
 
Table 1. Optimal values of hyper parameter used to tune the Proposed CNN Model 
 
 
 
 
 
 
 
 
DATASET DESCRIPTION 
The dataset used for this work was  produced from the experimentation performed by (Al-
Sa’d et al., 2019) which comprises of three UAVs namely DJI phantom 3,parrot AR, and Parrot 
Bebop.  
 
The dataset is consisting of 227 segments of RF signals that were obtained from the three 
different drones. The RF signal segment has two frequency bands i.e. low and high and each 
consist of I million samples of raw RF signals. During the experiment to build the dataset the 
author experimented using different flight modes such as ON and Connected, OFF, Hovering, 
flying, and video recording. Furthermore the details of different categories of classification 
that are facilitated using the dataset are as shown in Table 2. 
 
 

Hyper parameters Values 

Learning Rate 0.0001 

Weight decay 0.00001 

Batch size 32 

K-fold 10 

Loss Sparse Cross-entropy 
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Table 2. Drone Classification Types 
 

1.      Drone detection: this is a binary classification.( 2-class) i.e., UAV or No- UAV 
2.      Drone identification: this is a multi-class experiment( 4-class) i.e., no UAV, Bebop AR, Phantom, 

3.      Drone mode Identification: this essentially has to do with identifying drone type and it mode of operation 
(10-classes).Flight modes involves (e.g., mode 1 switch on and connected to controller, mode 2 hovering 
automatically, mode 3 flying without video, mod 4 flying with  video 

 
Table 3. Proposed CNN model Network configuration for UAV identification 

Layer (type) Output Shape 
 

Param #  
 

input_1 (InputLayer) [(None, 10, 2048, 1)] 
 

0 
 

conv2d (Conv2D) (None, 10, 2048, 64) 640 

batch normalization 
(BatchNo 

(None, 10, 2048, 64) 
 

256 

conv2d_1 (Conv2D) (None, 10, 2048, 32) 8224 

max_pooling2d 
(MaxPooling2D) 

(None, 10, 2048, 32) 
 

0 
 

conv2d_2 (Conv2D) (None, 8, 2046, 32) 9248   

conv2d_3 (Conv2D) (None, 8, 2046, 32) 4128 

max_pooling2d_1 
(MaxPooling2  

(None, 8, 2046, 32) 
 

0 
 

conv2d_4 (Conv2D) (None, 6, 2044, 32) 9248 

conv2d_5 (Conv2D) (None, 4, 2042, 32) 9248 

flatten (Flatten) (None, 261376) 0 

dense (Dense) (None, 200)  52275400 

dense_1 (Dense) (None, 32) 6432 

dense_2 (Dense)  (None, 4) 132 

Total params: 52,322,956 
Trainable params: 52,322,828 
Non-trainable params: 128 

 
EMPIRICAL RESULTS AND DISCUSSION 
In order to prove and demonstrate the effectiveness our proposed model, we used a popular 
open source dataset called “DRONE RF dataset” that was made public by (Al-Sa’d et al., 2019) 
to foster research in UAV detection and identification. In our experiment using these dataset, 
it facilitated three type of classification problem as shown in Table 2. The proposed model 
overall graphical experimental result for accuracy and loss for drone detection, drone 
identification and drone mode identification is as shown in Fig. 3, Fig. 4a and Fig. 4b 
respectively. To show that our proposed model is effective we compared it performance with 
state-of-the-art (Al-Sa’d et al., 2019; Swinney & Woods, 2020) using accuracy in terms of UAV 
detections, it types and flight modes as summarized in Table 4. The evaluation metric chosen 
for our models is accuracy. The equation for the calculating accuracy is given as 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                              (5)               

 
Where TP = True Positive, TN= True Negative, FP= False Negative and FN = False Negative. 
Our accuracy result achieved as demonstrated in Table 4, when compared with state of the 
art shows that there was great performance improvement using proposed model in the 
identification of drone types i.e., the 4-class classification problem. Furthermore, our model 
has also demonstrated the effectiveness of using raw RF data input and not handcrafted 
features as used in (Swinney & Woods, 2020). 
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We also evaluated our proposed model by comparing it with (Al-Sa’d et al., 2019) in terms of 
its time complexity as shown in Table 5. Our result demonstrates that the proposed model 
had a reduced training time, hence energy efficient. We also had an improved classification 
accuracy achieving 94.15% for the 4-class classification problem, which was 5.4% and 10.8%. 
better than (Swinney & Woods, 2020) and (Al-Sa’d et al., 2019) respectively. 
 
Table 4. Performance Evaluation Metric of existing and Proposed Model 

 
Accuracy achieved in percentage 

Models (Al-Sa’d et al., 2019)  (Swinney & Woods, 2020) 
   Spectrogram      PSD 

Proposed CNN 
Model 

2 -class 99.70% 82.70% 100.00% 99.70% 

4-classes 84.50% 70.30% 89.20% 94.15% 

10-classes 46.80% 67.40% 87.50% 81.50% 

 
Table 5. Time Complexity Analysis of existing and Proposed Model 

 
Time Complexity 

Models Al-Sa’d et al., (2019) Proposed CNN Model 

Total number of epochs     200      50  

 

 
Figure 3. UAV Detection accuracy and loss 
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                          (a)                                                                      (b) 
Figure 4.  (a). UAV types Identification   and    (b) UAV flight mode Identification accuracies and Loss   

 
CONCLUSION 
The potential threats to the public and national infrastructure from the malicious use of UAVs 
are undoubtedly an issue of serious concern that demands urgent solution. In this work, we 
proposed a technique that leverages high performing CNN as possible solution that is capable 
of achieving high accuracy in detecting UAV presence, its types and flight modes with less 
training time.  We have compared our simulation results with prior work in term of being 
energy efficient and accuracy in classification, our proposed neural network model performed 
better. Moreover, we have also demonstrated the effectiveness of using raw data input in our 
model compared to handcrafted features. 
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