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Abstract 
 

The paper attempts to investigate the role of institutions in the long-term growth 
performance of Ethiopia. In this study, it is hypothesized that the long-term growth 
of the country, apart from traditional factors of production i.e. capital and labor is 
largely influenced by institutional factors. To examine this, the study uses a times 
series data on important variables for the period 1967/68-2002/03, and employed 
Johansen cointegration analysis. The variables used are, institutional quality 
indicators, human capital, labor force, capital stock, road network, and rainfall. The 
findings of the paper support the above stated hypothesis. Institution and physical 
capital are found to be significant in both the long and short run models while 
human capital is found important only in the long run.  

 

1. Introduction 
 
Nations in the world have witnessed a variety of growth experiences in the past half 
century.  Countries have been categorized as “growth disasters”, in which per capita 
income has fallen since early 1960s, and “growth miracles”, where per capita income 
has risen rapidly.  Between 1985 and 1995, East Asia experienced the fastest growth 
of GNP per capita (more than 7 percent a year) while in sub-Saharan Africa the 
average annual growth rate during the same period was –1.1 percent Temple (1999).  
 
Income differences between the developed and most developing nations are getting 
considerably high.  Asia is the only major region that has achieved significant 
convergence toward developed countries’ level of GNP per capita. Per capita income 
in the newly industrializing economies of Asia-China, Korea, Singapore, and Taiwan 
increased from 18 percent of the developed countries’ average in 1965 to 66 percent 
in 1995.  At the same time, most of Africa became even poorer in relative terms.  The 
relative average per capita income of many African countries, which was 14 percent 

 
1 The final version of this article was submitted in July 2006. 
2 National Bank of Ethiopia, email: amihret@yahoo.com 
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of the developed countries’ level in 1965, declined significantly to just 7 percent in 
1995 Soubbotina and Sheram (2000).   
 
Explaining such disparities has drawn attention of most researchers in the economics 
field.  However, we find no set of identical reasons for growing or not growing. In fact, 
the real world episode of growth is not fully explained by the growth theories (either 
the neoclassical or endogenous growth theories).  This is one of the reasons why 
researchers of economic growth kept on investigating for additional explaining factors 
apart from the conventional factor accumulation, technological progress, education, 
etc.  These factors, according to North & Thomas (1973) don't explain growth, rather 
they are growth themselves.  
 
North (1990) stated that poor growth performance of less developed countries is 
explained by the institutional constraints, which define a set of payoffs to 
political/economic activity that do not encourage productive activity. He proposed 
insights of economic growth are better found in the institutional context in which 
economic activities take place. Institutions are considered to provide the "missing 
links" in efforts made so far in explaining growth disparities Johannes (2003). 
 
Following this insight, the paper aims at answering whether the long-term growth of 
Ethiopia is determined mainly by the traditional factors of production (capital and 
labor) or variables which have been getting emphasis in recent years in explaining 
growth in the African context, particularly institutional changes.  Researchers like 
Easterly and Levine, Sala I Martini, and others give emphasis for the factors like 
Geography, Colonization, Ethnic fictionalization, and more importantly, institutional 
qualities in explaining disastrous performance of Sub Sahara Africa.   
 
Conceptualizing institutions  
 
Definitions of institutions are given in a wide continuum. There is no universally 
agreed single definition for the term institution. As Commons (1931) puts it, it 
sometimes mean "a framework of laws or natural rights within which individuals act 
like inmates, or the behavior of the inmates themselves" or, "anything 
additional/critical of the classical economics" or, anything that is "economic behavior" 
or, anything that is "dynamic" instead of "static," or a "process" instead of 
"commodities", or "activity" instead of "feelings", or "mass action" instead of 
"individual action," or "management" instead of "equilibrium", or "control" instead of 
"laissez faire", seems to be institutional economics, all of these notions are involved 
in the definitions of institutional economics Commons (1931).  
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Commons (1970) as reviewed by Osmani Prates Silveira (2004) define institutions as 
"established societal organizations, which included inter alia universities, labor 
unions, churches, political parties and government". Williamson (1985) on the other 
hand, defined institutions as "alternative organizational mechanism: markets, hybrids 
and hierarchies".   
 
The recent and widely used definition of institutions is given by North (1990)3.  North 
(1990) defines institutions as the "formal and informal constraints on political, 
economic, and social interactions".  According to North (1990) the informal institutions 
are unwritten laws, which are normally expressed in norms of informal interaction 
(within the family, or external social relations, or in business activities) of a given 
society.  Informal institutions are represented by codes of conduct, norms of behavior, 
conventions, taboos, customs, and traditions. On the other hand, formal institutions 
include political (and judicial) rules, economic rules, and contracts.  Political rules 
broadly define the hierarchical structure of the polity, its basic decision structure, and 
the explicit characteristics of agenda control. Economic rules define property rights 
that are the bundle of rights over the use and the income to be derived from property 
and the ability to alienate an asset or a resource. Contracts contain the provisions 
specific to a particular agreement in exchange.4   
 
Channel of influence on growth 
 
The quality and type of institutions countries acquire as in North (1990), both formal 
and informal, shape their development outcomes. This insight is missing from 
prominent growth theorizing works, neoclassical and endogenous growth theories.  
The neoclassical growth theory which was largely attributed to Ramsey (1928) in the 
early days and recently to Solow (1956) focused on the importance of factors like 
investment, population and technological changes without considering the importance 
of institutions.  Incorporating institutions formally into economic theory is a recent 
practice, attributed particularly to various works of Douglas North. North (1990) 
attempted to unravel what the neoclassical economics lacks and fill the gap with 
formally theorizing institutional economics. According to him the rational expectation 
assumption makes the neoclassical school an institution free school and further 
emphasized the systemic absence of institutions from economic theory by stating:   
 

"Neo-classical economists have implicitly assumed that institutions 
(economic as well as political) don't matter and that the static analysis 
embodied in allocative-efficiency models should be the guide to policy; that is 

 
3 IMF (2003) 
4 Only the formally institution aspect of the definition given by North (1990) is put into use in this paper. 
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"getting the prices right" by eliminating exchange and price controls. In fact 
the state can never be treated as an exogenous actor in development policy 
and getting the prices right only has the desired consequences when you 
already have in place a set of property rights and enforcement that will then 
produce the competitive market conditions." 

Douglas North (1990) 
 
The rationality assumption of the neoclassical economics imply that markets are 
always efficient and there is no room for ideas, ideologies and hence, institutions.  
However, in real world, human interaction in the process of exchange, is constrained 
by incomplete information and limited mental capacity to process available 
information. The need to backup development efforts by quality institution arises here.  
Societies entail institutions as a means to reduce transaction costs that arise from 
asymmetrically held and costly information. 
 
Hence, appropriate institutions contribute to growth by establishing an incentive 
structure that reduces uncertainty and promotes efficiency. According to Lora and 
Panizza (2002), good quality institutions can affect economic outcome of a given 
country by reducing transaction cost and facilitating market exchange, and by setting 
up a system of incentives, which involve societies in a productive activity.  
 
How important are institutions empirically? 
 
The central story of economic growth over the last 50 years has been the contrast 
between the years 1950-74 and 1975-2000. The former was a time of general 
prosperity, in which all strategies yielded positive outcomes; rich and poor countries, 
open and closed economies, temperate and tropical countries everyone did well. The 
twenty-year period between 1974 and 1994, however, was disastrous for virtually 
everyone except the East Asian Tigers and India; the developing world suffered a 
twenty-year growth collapse, from which it has only recently emerged. While the 
causes of the global recession in the 1974-1994 are fairly well-known, it is instructive 
to examine some of the differences between those countries that weathered the 
storm, and those that did not. In his study of a large sample of developing countries, 
Rodrik (1999) finds compelling evidence that weak public institutions and ethnically 
divided societies responded worse to the shock than did those with high quality 
institutions and united societies Ritzen, Easterly, and Woolcock (2000). 
 
Moers (1999) empirically examined the relationship between institutions, and 
investment and growth for the period 1990-95 for 25 countries with a special focus on 
transition economies where the author believes institutional transformation plays a 
prominent role in the transition process. With the argument that the robustness of 
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objective institutional measures is limited in many empirical studies of growth, mainly 
due to the reason that their economic content is small and they don’t capture 
uncertainties that economic agents perceive as crucial the author used subjective 
institutional measures5.  Estimation results suggest that particularly public institutions 
are significant for growth especially through their influence on foreign direct 
investment.  This suggests that macroeconomic stabilization and peace should be the 
main policy priorities in transition, closely followed by institution building. Generally, 
the significant results suggest that some 25 to 30% of the variation in growth across 
transition countries can be explained by variations in formal institutions. Current 
estimation results moreover indicate that the quality of institutions is more important 
than a host of variables which are generally considered to have a strong effect on 
growth and investment. Out of 15 control variables only inflation and war seem to 
have been relatively more important for growth performance in transition economies 
than institutions per se, with the latter again gaining some importance on inflation 
during the more recent period. This suggests that macroeconomic stabilization and 
peace should be the main policy priorities in transition, closely followed by institution 
building Moers (1999). 
 
Rodrik, Subramanian and Trebbi (2002) empirically analyzed the respective 
contributions of institutions, geography, and trade in determining income levels 
among countries of the world. The authors attempted to answer questions like, how 
much of the astounding variation in cross-national incomes around the world can 
geography, integration, and institutions explain?  Is there any interaction between 
these factors or do they operate additively? Does any one of the factors trump the 
other two? and what is the relative importance of each factor? To address such 
questions, the authors estimated a series of regressions in which incomes are related 
to measures of geography, integration, and institutions. Their findings on causal links 
among the determinants suggest that, there is a two-way positive link between 
institutional quality and integration/trade, which imply that an indirect effect of trade 
on income. In terms of the relative importance of the factors under consideration, their 
result indicates that the quality of institutions "trumps" everything else. According to 
the authors, once institutions are controlled for, measures of geography have weak 
direct effects on income, and a strong indirect effect through influencing the quality of 
institutions while the trade is almost always insignificant and the unexpected sign 
though it has a positive effect on institutional quality Rodrik, Subramanian and Trebbi 
(2002).    
 

 
5 Objective institutional measures refer to universally observable indicators while subjective institutional 
measures are based on surveys and opinions (Moers 1999) 
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On the other hand, Sachs (2003) claims the findings and conclusions of Rodrik, 
Subramanian and Trebbi, 2002 and similar findings of Acemoglu, Johnson, and 
Robinson (2001); Easterly and Levine (2002) as surprising conclusions. According to 
Sachs (2003), many of the reasons why geography seems to have affected 
institutional choices in the past (e.g. the suitability of locations for European 
technologies, the disease environment and risks to survival of immigrants, the 
productivity of agriculture, the transport costs between far-flung regions and major 
markets) are indeed based on direct effects of geography on production systems, 
human health, and environmental sustainability, and many of those very same 
channels would still be likely to apply today. Thus, the logic of the geography-
institutions linkage is also the logic of a direct geography-productivity linkage. Based 
on these arguments, Sachs (2003) ran a two stage least square regression to 
estimate income as a function of institutional quality and an alternative measure for 
geography, malaria risk. Despite the findings of previous studies, in Sachs (2003) 
after controlling for the quality of institutions, the hypothesis that geography matters 
only through institutions was rejected. His findings suggest a direct effect of malaria 
transmission on income. Nevertheless, he also argues that the development process 
reveals complex interactions of institutions, policies, and geography Sachs (2003). 
 
When we see the case of Ethiopia, though the country shares the same fate of 
underdevelopment with the other sub-Sahara Africa countries, there is no much 
record of an attempt to disentangle the factors behind the poor growth and standard 
of living records. Easterly’s (2002) attempt among the few. He examines the growth 
process in Ethiopia first by conducting a growth accounting exercise. This is done by 
classifying the data into three distinct periods: the Monarchy, the Derg and the 
Reformist. He argued that negative total factor productivity is the main source to the 
recorded slow growth during all the three periods. Total factor productivity was 
persistently negative for the Derg period while it was positive in the other two periods.  
The negative total factor productivity during the Derg period, explained a general fact 
that capital accumulation was overstated since it was directed to non-productive 
uses, which could not truly be a capital accumulation. On the other hand, about half 
of the growth during the Reformist period came from policy changes such as financial 
deepening, real depreciation, and the reduction of the black market premium on 
foreign exchange. He finally analyzes what he considers the fundamental 
determinants of economic growth like good institutions, high literacy, high openness 
to trade, and a high degree of structural transformation. According to Easterly, these 
are the fundamental determinants, which go a long way towards explaining Ethiopia’s 
currently low level of development Easterly (2002). 
 
Alemayehu and Befekadu (2002) attempt to determine the factors of growth in 
Ethiopia focusing on the role of political economy factors, institutions/markets and 
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agent’s behavior in explaining the growth process in Ethiopia using a cross-country 
framework.  They made regime-based classification of the last four decades: Imperial, 
Derg and EPRDF. Unlike the findings of Easterly (2002), applying the augmented 
Solow model total factor productivity in this case was negative irrespective of the 
regimes under consideration. Their finding suggest that, in the four decades under 
consideration, GDP growth was mainly due to the extensive use of capital and labor 
instead of total factor productivity growth. Factors like drought, international 
commodity prices, peace and security are the major determining factors of economic 
growth performance of the country mediated through institutions in a form of 
underdeveloped product, factor markets and the reaction of economic agents.   
 
Netsanet (1997) attempts to see the relationship between economic growth and 
human resource development in Ethiopia for the period 1967/68-1994/95. In his 
study, apart from the physical capital and labor force size, education and nutrition are 
used as a proxy for human resource development. The conclusion of the study is that 
education particularly primary education has a positive impact on growth while 
nutrition is found to be insignificant though positive.  
  
Another empirical work on growth performance of Ethiopia was done by Seid (2000) 
covering the period 1960/61-1998/99.  In this study, in addition to physical capital and 
labor, variables like export, human development and rainfall are considered.  
According to his findings, the major determining factors of long run growth are labor, 
human capital, export, and rainfall.  
 
Some correlations:  

  GDP K INV L INF h INS 
GDP 1       
K 0.98635 1      
INV 0.97477 0.98382 1     
L 0.97253 0.97461 0.957643 1    
INF 0.97235 0.97260 0.964502 0.987834 1   
h 0.95541 0.93605 0.925845 0.974018 0.980142 1  
INS 0.74784 0.79451 0.840169 0.702468 0.707118 0.613862 1 

 

2. Econometric analysis 
 
Most growth theories predict that long-term economic growth is determined by 
accumulation of factors of production, physical and human capital, along with the 
increasing productivity of these factors. Empirical modeling of long term growth 
however, could easily get complex mainly due to the fact that factors that determine 
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long-term growth are numerous and could be economic, social, political, and 
ecological conditions. Not only that the factors are diverse but many of them could 
also be immeasurable and interrelated in a complex manner. This study adopts the 
following model as it is applied by most studies with the objective of analyzing the role 
of institutions in economic performance of either a given country or in a set of 
countries of interest6. 
 
  εββα +++= ZI zi    Y   (1) 

ln r
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Where,  Y is GDP, I represents measure of institutions, and Z represents other control 
variables  
 
The Parameters βi and βz indicate the effects of institutional measures and other 
variables on economic outcome. 
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Taking log form, 
 

)lnlnlnlnlnln( nY β
 
Where Yt is GDP, Nt is institutional indicator, Kt is capital stock, Lrt is labor force size, 
ht is human capital indicator proxied by Human development index, Inft is the total 

ad network, Rf  is rainfall. Where, the βs represent individual parameters. ro
  
The data  
 
The analysis covers the time period 1967/68-2002/03. Initial and recent years data, 
unavailable for some variables is calculated based on respective average growth 
rates of immediate following and preceding years. Also some data are generated by 
own calculation using standard methods like for example, UNDPs human 
development index calculation method is used to calculate the human capital and 
International country risk Guide to calculate to measure the quality of financial an 
economic institutions. Similarly the capitals tock is calculated base on the perpetual 
inventory method. Individual methods of generating indicators or proxies are 

s follows. explained a
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6 Such modeling was used by IMF (2003), Sachs (2003), Rodrik, Subramanian & Trebbi 
(2002), Moers (1999).   
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GDP (Yt)  
The dependent variable, Yt represents real GDP. The available data for real GDP 
from the Ministry of Finance and Economic Development (MOFED) has two different 
series. One for the period 1960/61-1980/81 and the other for 1980/81 – to date.  The 

o GDP series have been linked using the growth rate of the latter series.  tw
 
Capital Stock (Kt) 
There is no ready-made data for capital stock.  Hence, the stock of capital used in 
this paper is generated by own calculation adopting the perpetual inventory method 

IM)7.  (P
 

Human Capital (ht) 
The human capital is proxied by Human Development index, which is generated using 
UNDP’s calculation method as a composite index of health and education.  According to 
UNDP’s calculation, the composite human development index is given by education: 
measured by enrollment rate and adult literacy and health status: measured by life 
xpectancy at birth and income8.  Each index is calculated based on: 

 

  Index 

e

= 
MinimumMaximum

MinimumActual
−

−
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7 Capital stock is calculated using the PIM method following the work of (Hoffman 2000).   

The general formula is given by:   
  K1 = Ko - Dep+I1 

K1 = Ko (1- λ)+I1 
Where,   K is capital stock 
 λ is depreciation & 

I is investment  
However, the challenging issue in this task is to estimate the initial year capital stock so as to apply the 
above formula and get the level of capital stock for consecutive years. According to the following table the 
average life of capital in Ethiopia is 16.9 years.  
 

Average life years of capital assets 

Type of Asset Asset life year 
(Service year) Depreciation Rate 

Construction 30 3.33 
Machinery 15 6.67 
Vehicle 10 10.00 
Cultivated Asset 5 20.00 
Total 16.9 5.9 

Source: MoFED 
 
The assumption used in calculating the capital stock for the year 1968-2003 is that whatever initial capita 
the country is endowed with it is going to wear out between 15-20 year of time. To allow this assumption 
the calculation went as back as 1943 taking investment of the beginning year as equal to the capital stock.  
Then after the above formula is used to calculate the stock of capital up to the year 2003. 
8 Income is not included in the calculation of human development index used in this study.   
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Where, Minimum and Maximum are the minimum possible observed value for that 
specific variable. In the case of life expectancy the minimum is 25 years of age where 
the maximum is 85 years of age. While in the case of enrollment rate and adult 
literacy the minimum is 0 percent and the maximum is 100 percent. To calculate the 
composite human development index, health and education index are assumed to 
have 50 percent weight each. 
 
Labor force size( Lrt)  
As there is no time series data on the active labor force size, the year 1999 is taken 
from the 1999 national labor force survey and extended for the years before and after 
1999 by the average population growth rate. Source for the 1999 national labor force 
survey is Central Statistical Authority.  
 
Institutional Quality index (Nt) 
Institutional quality index is calculated for the whole period under consideration based 
on the international country risk guide. According to the international country risk 
guide, the institutional quality index is a composite index of economic, financial and 
political risk indicators. The economic risk indicator is composed of variables like, 
GDP per head, real GDP growth, Annual Inflation Rate, Budget Balance as a percent 
of GDP, and Current Account Balance as a ratio of GDP. The financial risk indicators 
are, Foreign Debt to GDP ratio, Debt service, Current account balance as percent of 
Export of Goods and Services, Net international reserve in months of Imports, and 
Foreign Exchange Rate. The political risk indicator is composed of indicators like, 
Government Stability, Socioeconomic Condition, Investment Profile, Internal Conflict, 
External Conflict, Corruption, Military in Politics, Religion in Politics, Law and Order, 
Ethnic Tension, Democratic accountability and Bureaucracy Quality. According to the 
international country risk guide all the indicators are given different level of maximum 
points while the minimum point is zero. In this study, economic and financial 
indicators are calculated using actual time series data of the indicators and the 
corresponding risk points given by the international country risk guide. Data for 
political risk indicator is taken from the international country risk guide and for the 
years unavailable it is extended by average growth rate9. Finally, the composite of 
this three country risk indicators is taken as a proxy for institutional quality index. 
 
Road network (INFt) 
Total road network per 1000 km2.  The data source is Ethiopian Roads Authority. 

                                                 
9 Since there is no other data source for the institutional quality indicators, extrapolation has been 
employed with all its limitations, to fill unavailable data of political indicators for some of the years the 
analysis covers. 
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2.1 Estimation procedures 
 
Econometric analysis involving time series data, commonly encounter difficulties due 
to the presence of unit root or non-stationarity of variables where the mean and 
variance of the variable are not time invariant. Such characteristic of a time series 
data, if not addressed appropriately leads to either ignoring important information 
about the underlying data generating process or to a nonsensical regression results.  
To avoid such a problem the Box-Jenkins methodology suggests differencing or 
detrending the non-stationary variables. Differencing non-stationary variables 
removes the problem of nonsensical regression results but it leads to elimination of 
important long run information.  Nevertheless, in a univariate models, this was the 
conventional way of dealing with non-stationary variables while in multivariate models 
the possible presence of a linear combination of integrated variables that is stationary 
/the presence of cointegrated variables/ makes the univariate Box-Jenkins 
methodology inappropriate.  Variables are generally said to be cointegrated if a linear 
combination of non-stationary variables which are integrated of order d  form a series 
which is integrated of a lesser order. To suppose any long run relationship, 
cointegration between non-stationary variables is required. Hence, cointegration 
between non-stationary variables implies the existence of a long run equilibrium to 
which an economic system converges over time while the absence of cointegration 
leads to the problem of spurious regression. In the case of multivariate models, the 
appropriate test strategy for unit root is based on the Augmented Dickey-Fuller test 
with a generous lag structure which allows for both constant and trend terms. The 
ADF test in addition to constant and trend terms, involves adding an unknown lagged 
first differences of the dependent variable to capture auto-correlated omitted variables 
that would otherwise, by default enter the residual Enders (1995) and Harris (1995). 
 
In principle it is important to test the order of integration of each variable in a model, 
to establish whether it is non-stationary or not and how many times the variables 
needs to be differenced to result in a stationary series. Accordingly, the variables in 
this specific case are tested for unit root and order of integration using the 
Augmented Dickey-Fuller test.  All the variables are non-stationary at level and their 
first difference is stationary implying an order of integration of I(1). The only exception 
is the capital stock which is I(2).  
 
2.2 Cointegration analysis  
 
Following the Johansen approach, the general representation of a multivariate 
autoregressive model with  lags is given as follows. k

 
37 
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+ tktkt uΧΑt ++ΧΑΧ − K11= −   , ( )Σ,0~ INut    (4) 

1×n  

nn×  

 

Where, t  is an ) vector of all possibly endogenous variables Χ  (
 i  is an )  matrix of parameters Α  (
 
Such a VAR model is given to estimate dynamic relationship among jointly 
endogenous variables without imposing strong priory restrictions on exogenity and 
endogenity of variables. Each variable in tΧ  is regressed on lagged values of itself 

and the other variables (Harris, 1995).  
 
Reformulating equation [4] into a vector error correction form: 
 
 tktktktt u+ΠΧ+∆ΧΓ++∆ΧΓ=∆Χ −+−−− 1111 L    (5) 

 
Where, estimates of i  and contains information about the short run and long run 

adjustments to changes in tΧ , respectively. Moreover, '

Γ Π

αβ=Π  where, α  

represents the speed of adjustment to disequilib  and rium β represents a matrix of 
long-run coefficients.  For such a system of equation with n  possibly endogenou

variables, one may face possibilities of 1) no cointegrating vectors and 2) 

s 

( )1−≤ nr  

cointegrating vectors.  Where, r  is rank of matrix Π . The rank of Π determines the 
number of cointegrating relationships. There is a possibility that Π  has a full rank 
where, nr =  and it has a rank of zero where there are no cointegrating relationships.  

However in practice, the usual case is where Π  has a reduced rank, i.e. ( )1−≤ nr  
cointegrating vectors are present. It is generally not possible to apply ordinary 
regres ues to the individual system such as [4:12] since what is obtained 

is an (  estimate of .  For such a reason, Johansen (1988) presupposes that 

rized into ' , where 

sion techniq
)

can be facto

nn× Π

Π αβ α  and β both can be reduced in dimension to 

nd use the procedure of r( rn× )  a ced essi  estimates of edu rank regr on to obtain

α and β   [See Harris 199

 

5, pp 79]. 
 

ollowing this, equation [5] is rewritten using the specific variables as:  F
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whic s of the 

alent to esting 
h column α  matrix are z in tion tes ts of e  [

using the Johan n proc  are s ize w.   
 

ero. Co tegra t resul quation 6], 
se edure ummar d belo

Table 2.1: Cointegration analysis 
Ho: rank=p n-p λmax=T ln(1-λr+1) T-nm 95% λmax=T ln(1-λi) T-nm 95% 

P=0 5 48.45** 40.15* 39.4 114.3** 94.73* 94.2 
P≤1 4 23.98 19.87 33.5 65.87 54.58 68.5 
P≤2 3 20.6 17.07 27.1 41.89 34.71 47.2 
P≤3 2 11.92 9.875 21.0 21.29 17.64 29.7 
P≤4 1 7.94 6.579 14.1 9.372 7.765 15.4 
P≤5 0 1.432 1.187 3.8 1.432 1.187 3.8 

** and * indicate rejection at 1% and 5% level of significance, respectively. 
 
As the above tab at 5%  sign oth tle shows,  level of ificance, b he traceλ  and the maxλ  

statistics reject the null hypothe ere is egrat onshi
sup prese e coin g vec e pr and 

sis that th  no coint ing relati p and 
port the nce of on tegratin tor. For th ocedures details of 

traceλ  and the maxλ  statistics [s s, 199 90-91] 

 
β eigenv

ee Ender 5, PP 3

Table 2.2: Standardized ectors 
LGDP LL LH LINVMIH LINS0.6 LINF 
1.0000 -0.14438 -0.43540 -0.11862 -0.88285 0.078636 
0.35921 1.0000 0.40372 0.28532 0.1772 -1.3830 
0.53937 -0.73221 1.0000 0.059174 -0.57775 -0.62003 
-1.1919 0.95198 0.81203 1.0000 -3.0730 -0.64152 
-1.3711 -5.0727 -4.4063 0.21254 1.0000 5.4891 
0.71413 -2.5100 0.31575 0.0111087 -0.22952 1.0000 
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Table 2.3: α coefficients 
LGDP -0.37131 -0.11761 -0.23759 0.028928 0.0065050 
LL 0.037116 -0.033123 0.067664 0.0067795 0.00046715 
LH 0.062095 0.061149 0.051477 -0.031183 0.0070984 
LINV 0.42558 -0.86838 -0.74333 -0.23374 -0.051255 
LINS 0.31185 0.028685 -0.094614 0.0080438 -0.0078961 
LINF -0.40861 0.075750 0.059623 -0.012364 -0.014192 

Vector AR 1-2 F(50, 17) = 1.4233 [0.21 8]    
Vector normality Chi^2(10)= 15.623 [0.1110]    
Testing for vect  error autocorrelation from lags 1 to 2 
Chi^2(50)=

4
 

or
110.6 [0.0000] ** and F-form(50,17)=1.4233 [0.2148]   

r of one cointegrating 
relationshi  is obtained  is to id unique cointegrating vector 
that forms a long run relationship. In order to do

 
Once the cointegration test is conducted and a vecto

p , the next step entify the 
 this, α  and β coefficients restriction 

tests sh be conductedould .  The α  coefficient  to weak exogenity 
test while the 

 test is equivalent
β coefficie e level of ce of each variable in the 

unique vector.  

ts 

nt tests th significan

 
able 2.4: Zero restriction tests on α coefficienT

 LR-test χ2 (1) P-Value 
LL 0.7004 0.4027 
LH 0.37058 0.5427 

LINV 0.17607 0.6748 
LINS 7.0888 0.0008** 
LINF 8** 8.9482 0.002

* indicates rejection at 1% level of significan
 
A ng to the 

ce. 

ccordi α coefficient tests all es are found to be weakly 
exogenous except the variables LGDP an nd LINF. Rejection of the weak 
e ity of the variab e a possible simultaneous relationship with LGDP. 

s

the variabl
d LINS a

xogen le indicat
 
Table 2.5: Zero restriction tests on β Coefficients of Variable  

 LR-test χ2 (1) P-Value 
LL 1.2011 0.2731 
LH 11.076 0.0009** 
LINV 9.7451 0.0018** 
LINS 22.55 0.0000** 
LINF 0.3  9408 0.5302 

** rejection at 1% level of significance  
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As it is clearl n    tests for y seen i the above table zero restriction coefficients indicate 
th  v , r IN sig in  

ith this, getting a unique vector of the long run relationship requires further 
at all the ariables except fo LL and L F, are nificant the long run model. 

W
restriction tests on α and β coefficients. Combined restriction test results on 
endogenous and insignificant variables is summarized bellow.   
 

LGDP LL LH LINV LINS LINF LR-Tests 
1.0000 0.0000 -0.45530 -0.10524 -0.87020 0.0000 χ2(1)=1.2152 .5447) (0
-1.1492 0.0000 -0.52321 -0.12094 1.0000 0.0000 χ2(1)=1.2152(0.5447) 

 
Based on the probability of the above test, both the endogenity of the variable 
LGDP& LINS and insignificance of the variable LH is accepted. Hence we can 
proceed with the unique long run vector that is obtained from this test: 
 

( )211111 LINFLINSLINVLHLLLGDP 514131 βββββα ++++=  

( )LINSLINVLHLGDP 87020.010524.045530.037131.0 ++−=  
 
At this stage though the estimation is not fully complete, the above vector from the 
Johansen cointegration analysis provides indicative information about the long run 
relationship between the dependent variable, LGDP and the explanatory variables.  

The sign and magnitude of the coefficient 11α  shows that there is moderate 
adjustment towards equilibrium. 
 
Once the ointegration lysis is complete and the unique vector is obtained, the 
ext step  to estimate th rt run model.  The short-run structure of the model is 

ortant 
r of eco

m
of the system, a short run VAR is modeled in error correction form (VECM) with the 
cointegration relationships included.   

⎛ ∧

 C  ana
 is e shon

also imp in terms of the information it conveys on the short-run adjustment 
behavio nomic variables.  In modeling the short run, Hendry approach of 
general-to- specific odeling is adopted.   To obtain the parsimonious representation 

 

tttiti
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i
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here,  represents a vector of change in endogenous variables, in this case 

LG ts a vector of lagged explanatory variables 

inc agged val nd LINS.  −
'

21

~

t β represents 

the error rrecting term quation is ted simulta using full 
inf aximum like L). As stat nston (19 stimating a 
sys on, FIML is an single on methods tage least 
sq
 
Fo bove argu ort run dy s estimated eously 

Χ∆ lnW t

DP and LINS.  it−Χ∆ ln  represen

luding l ues of LGDP a ⎟⎟1t
⎟Χ −  
⎠

⎞∧
~

⎜⎜ 1
⎜ 'βα
⎝

⎛ ∧

+Χ

co s. The e  estima neously 
ormation m
tem equati

lihood (FIM ed by Joh 97), in e
 superior th  equati  of two s

uares.  

llowing the a ment the sh namics i  simultan
using Full Information Maximum Likelihood Method. The estimation results are 
summarized below. 
 
Table 2.6: Estimation results of PVECM 

The dependent variable is ∆LGDP 
Variable Coefficient t-value t-probability 

∆LINS 0.83596 3.316 0.0033 
∆LGDPt-1 0.56398 3.525 0.0023 
∆LGDPt-2 -0.45846 -2.600 0.0176 
∆LINSt-1 -0.41958 -2.908 0.0090 
∆LRFDMt-1 0.00278 2.663 0.0154 
∆LL 0.63844 2.479 0.0227 
Constant 2.4525 3.564 0.0021 
VECGDPt-1 -0.60887 -3.500 0.0024 

 
From the system estimation results summarized in the above table, the variables 
significant in determining the short run growth in Ethiopia are institutions, labor, and 
rainfall of the previous period. This variables affect growth performance of the country 
positively.  The error correcting term, VECGDPt-1 indicates that a 60.8 % adjustment 

wards equilibrium every year. 

rom the long run model it is to be recalled that we found labor to be insignificant. 

to
 
F
One of the possible reasons for this is perhaps the existence of surplus labor in the 
economy.  Institutions on the other hand are found to be significant in both the short 
and long run models indicating that one of the possible reason for the disappointing 
economic performance of the country is weak institutional quality. 
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 be apparent unless structural transformation occurs. Note that 
is only implies skilled labor may not be efficiently used in traditional economies 

r quite a long period of time.  

al quality matter for the growth process of the country.  

Given Human capital on the other hand is only significant in the long run. This should 
not be surprising the development stage of the economy where traditional agriculture, 
which highly depends on the vagaries of nature, contributes to nearly half of the 
annual GDP. Moreover, since activities in the agricultural sector are not modern 
technology oriented, the importance of human capital in determining growth of the 
country is unlikely to
th
without undermining the role of the former in transforming the latter. 
 

3. Conclusion and policy recommendations 
 
Although attaining growth is crucial for sustainable development, many developing 
countries in the world failed so far to achieve persistent growth. Hence, societies 
suffer from the consequential effect of poor development. Ethiopia is one of the least 
developed countries in the world where nearly half of its population are living in 
absolute poverty. Attaining growth and development to bring changes in the livelihood 

f the people has been a challenge for policy makers foo
In this regard understanding the growth process of the country becomes important as 
good knowledge about sources of growth is key to designing appropriate policy 
framework. However, only few researches have attempted to explain long-term 
growth in Ethiopia.   
 
This study has attempted to study the role of institutional factors in determining 
growth performance of the country. In doing so the paper has employed a time series 
econometric technique of cointegration analysis on long-term time series data that 
covered the period 1967/68-2002/03. 
 
As many empirical works on growth suggest, the paper assumed a two-way link 
between economic growth and the explanatory variables.  Nevertheless, such an 
interrelationship is found only between economic growth and institutional quality.  The 
research addressed this issue by solving the short run dynamics using Full 
Information Maximum Likelihood estimation technique.   
 
The findings of the cointegration analysis support long run relationship between the 
dependent variable and the explanatory variables.  In the unique cointegrating vector 
that forms the long run relationship, the variables labor and infrastructure are found to 
be insignificant.  On the other hand, physical capital, human capital and institutional 
quality are found to be significant explaining factors in the long run model.  The 
findings confirm the hypothesis of the paper, that accumulation of factors of 
production as well as institution
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duction 
nd make markets work more efficiently. Hence, for better outcome, government 

(such as – 
roduct, factor and financial markets) and that institutions that support 

circumstances. Countries that have experienced significant 
stitutional change over recent decades—including China, Chile, and the central 

ferent approaches.  

 ones as well). In 
articular, North (1990) and others have emphasized that institutional arrangements 

l circumstances. For example, the particular institutional 
rrangements used to protect property rights and uphold the rule of law in China are 
 part an outgrowth of broader economic and political developments in that country, 

and may not be readily adopted elsewhere. Similarly, the concept of international 

Furthermore, the error correction model also indicated change in the log of 
institutions, labor, and rainfall are found to be significant in the short run. 
 
Overall, the results of this study indicate that in addition to factor accumulation, 
building a good quality and efficient institutions are crucial to free the country from 
underdevelopment. One of the reasons why institutions are important for growth 
theoretically is that good quality and efficient institutions reduce the cost of pro
a
policies at macro and micro level should be supported by good quality institutions 
which insure, law and order, bureaucracy quality, and accountability while preventing 
corruption and conflicts.  Particularly to build a strong and successful market based 
economy setting appropriate institutions in place is important. Institutions that protect 
property rights, provide appropriate regulations for different markets 
p
macroeconomic stabilization.  
 
Details of institutional design. There is little understanding of what specific 
institutional forms will work best in any specific context.  For example, high levels of 
income and wealth have been achieved among the advanced economies under a 
range of institutional structures—including various legal and regulatory approaches, 
and different degrees of state involvement in the economy. Similarly, fast-growing 
developing economies such as China, Botswana, and Mauritius have been able to 
achieve these results under substantially different institutional arrangements. 
 
Reform strategies and priorities. Similarly, we know little a priori about what reform 
strategies—including priorities and sequencing—will be most effective in any 
particular set of 
in
European economies—have done so using vastly dif
 
It may not be possible—and indeed, as discussed below, may not be desirable—to 
draw general conclusions and “reform rules” from such experiences.  What the two 
points above do imply is that institutional design and reform are likely to have 
important country-specific components (and sometimes time-specific
p
and reform strategies that appear to have worked well in one country are unlikely to 
perform as effectively if transplanted to another, at least without adaptation and 
innovation to suit loca
a
in
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nlikely to be meaningful when applied to detailed specifications of 
stitutional forms. 

 
- 
  
 

 
 
 

to institu

“best practice” is u
in
 
What can policy do to spur institutional reform? 

That being said, there is a role for policies in fostering institutional development 
development that will in turn promote policy sustainability and economic growth.
Several mechanisms - some general, others more specific - have been stressed in
the literature as being useful in promoting institutional improvement. 

• Competition and trade openness. A number of studies have found that
strengthening competition, including through trade openness, tends to be conducive

tional improve- 
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