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REVIEW ARTICLE 

Abstract- Billions of IoT devices are in use worldwide and generate a humongous amount of data for the IoT system. This continuous stream 
of data is open to attack during its collection, transportation, processing, dissemination and storage cycle. Also, IoT devices themselves are 
points of system vulnerability through which the system can be attacked. Machine learning (ML), due to its ability to identify inherent patterns 
and behaviour in data, has been applied by many researchers to IoT data such that strange patterns or intrusions into IoT systems can be 
speedily detected and real-time decisions on security and privacy (S&P) protection implemented in a timely manner. Different ML techniques 
with their different algorithms have provided solutions in various scenarios such that security and privacy requirements for the IoT system can 
be met. In particular, ML has been successfully applied in intrusion detection and has been shown to perform better than traditional means in 
flagging new trends of attacks. This paper presents a systematic literature review on ML intrusion detection in IoT. Academic journals from 
2011 to 2021 from two databases (IEEE and ProQuest) were explored using the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) framework. A review of the final selected papers revealed that data preprocessing, feature extraction, model training and 
deployment of ML-based Intrusion Detection Systems (IDS) increase computational complexity resulting in greater resource requirement 
(CPU,  memory, and energy); enable ML to be used in the execution of adversarial attacks on IoT devices and networks (as seen with 
emerging attacks); give rise to scalability issues especially due to the heterogeneous nature of IoT networks; require trade-offs between 
detection accuracy and false-positive events; and highlight the superior performance of deep learning methods over traditional ML ones in 
anomaly detection. Generally, the changing nature of attacks makes it difficult for any particular IDS to be able to detect all attack types thus 
making the development of IDS a continuing project. 
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1 INTRODUCTION 
he advent and growth of the Internet of Things (IoT) 
has simplified our lives as seen in its application in 
smart cities, smart health, smart homes, smart meters, 

smart supply chain and logistics, intelligent 
transportation, among others. However, this “ease of 
living”, comes with associated challenges involving 
security risks and privacy concerns that must be 
addressed appropriately. This is due to the ubiquitous 
nature of IoT and its ability to impact many aspects of our 
lives positively or negatively.  
 
Security and Privacy (S&P) issues in IoT can be presented 
based on IoT architecture which can be three-layered, 
four-layered (Zhang et al., 2017; (Rayes, A. and Salam, S., 
2019), five-layered (Salman and Jain, 2017) or seven-
layered (Salman and Jain, 2017) depending on the 
researcher’s choice. Till date, there is no standard IoT 
architecture. In this study, the basic three-layered IoT 
architecture will be considered as shown in Figure 1. 
 
IoT Application Layer: This layer consists of Cloud 
servers. These servers provide customized computational 
and storage services to both individuals and businesses. 
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IoT Network Layer: This is made up of different 
networks and devices. Networks include cellular 
networks, local area networks, and the Internet. Devices 
include hubs, routers, and gateways. All these are 
enabled by various communication technologies which 
include Bluetooth, LTE, Wi-Fi, and mobile networks. 
 
IoT Perception Layer: This is made up of sensors. These 
collect data from the environment for onward 
transmission to the upper layers as well as actuators and 
controllers that monitor the process and take required 
action based on the outcome of the processed data.  

The data collected from sensors are transferred to the 
application layer (Cloud) through the networks for 
further handling. Results/commands are then delivered 
to the end devices/actuators/users (Zhang and Tao, 2021; 
Lin et al, 2017). Whichever architecture is selected, data 
generated by IoT devices are vulnerable to attack during 
the data cycle – from the collection at the source, to 
transport from one layer to the other or between the 
elements of a layer, processing at the edge, fog or cloud 
(depending on architecture), data dissemination to user(s) 
and finally to storage. In addition, each IoT layer has its 
vulnerabilities and associated threats/attacks.  
 
These attacks result in data breaches comprising 
unauthorized access to confidential and personal data 
that may be used for purposes of financial fraud, 
company data that may fall into the hands of a competing 
organization and threats to national security that may 
arise if vital government data falls into the hands of a 
hostile nation. For such reasons, there is a major need to 
ensure vulnerabilities and associated threats and attacks 
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are identified and removed or minimized by deploying 
adequate protective solutions. This will remove users’ 
fear of security breaches and privacy violations; inspire 
confidence; stimulate global acceptance and use and 
ultimately enable the commercialization of the IoT 
technology. An estimated value of about $163.2billion 
was expected in 2020 and a growth to about $493 billion 
was forecasted for the following five years (2021-2026) 
(Businesswire, 2021). 

 

 
 

Fig. 1: Three-layered IoT Architecture with associated threats 

 

The IoT system is particularly vulnerable at the device 
layer due to the millions of unsecured IoT devices already 
connected and with many more expected to join. 
Statista.com estimated that the sum of IoT-connected 
devices will be 30.9 billion units worldwide by 2025 
(Statista, 2021). These devices are heterogeneous having 
different manufacturers, protocols, specifications, and 
command interfaces with no existing standard followed; 
thus opening up the entire IoT system to threats and 
attacks (Rani et al., 2021). While existing threats are easier 
to manage, emerging threats consist of different 
combinations of known threats and are therefore dynamic 
and more challenging. These threats and attacks leverage 
the huge data generated by the devices, the inadequate 
computing resources, and the limited storage capacity of 
IoT devices. The dynamic nature of threats calls for real-
time responses of IoT devices to these threats. The time it 
takes for data to be transferred for computing in the 
Cloud, for threat to be identified and for meaningful 
information given such that appropriate mitigating 
actions can be deployed, determines how fast such threats 
can be shut down. Unfortunately, the route of device-
cloud-device has high latency and inhibits the speed at 
which mitigating actions can be implemented. This 
challenge of high latency brought about the advent of Fog 
computing and Edge Computing (Bonomi, 2011; 
Dastjerdi et al, 2016; Zhang and Chiang, 2016;  Ni et al, 
2018) which extends the computing capabilities of the 

Cloud closer to the devices (at the edge) such that low 
latency can be achieved. Low latency ensures that real-
time solutions to threats can be achieved and appropriate 
mitigating actions deployed if required. 
 
In applying ML techniques for data protection or data 
preservation, some requirements (Rayes and Salam, 2019) 
have been determined to be necessary. These include 
Confidentiality, Integrity, Non-Repudiation, 
Authentication, Authorization, Availability and 
Freshness.  Different applications call for different 
requirements to be met. One of the areas in which ML has 
been successfully applied to S&P is intrusion (anomaly, 
signature or hybrid) detection. ML can utilize the 
enormous amount of data generated by the IoT devices to 
identify inherent patterns and behaviours of the data 
(establish a norm in the system) and hence predict and 
detect vulnerabilities/threats/attacks (deviations from 
established norm/alien patterns and behaviour) in IoT-
based systems; thereby flagging new trends of attacks 
(Hussain et al., 2020; Thamilarasu et al, 2020; Kasongo, 
2021). Traditional means usually involve human 
intervention to set rules to which the system will live by 
to address threats that may arise. ML on the other hand, 
provides the means whereby the system does not need a 
predefined set of rules but will take decisions based on 
the training and learning received from the data that is 
generated by the IoT devices. 
 
ML techniques can be classified under four categories – 
Supervised, Unsupervised, Semi-supervised and 
Reinforced Learning. Supervised learning utilizes input 
and output data that are labelled. The desired output is 
obtained by training an inferred model with input data. It 
includes two kinds - classification and regression (Kubat, 
2021). Unsupervised learning utilizes unlabelled data and 
the machine classifies data by itself by detecting its 
characteristics of similarity. It includes two kinds – 
Clustering and Dimensionality Reduction. For semi-
supervised learning, only some data are labelled. The 
computer will find features in the labelled data and apply 
to the unlabelled data for classification. The classification 
process from supervised learning will be used to identify 
data assets and the clustering process will be used to 
group them into unique parts. For reinforced learning, 
data is not labelled. The machine uses observations 
gathered from its interaction with the environment to 
adjust its classification based on the quality of feedback 
until it gets the correct result.  A reward system is used 
whereby positive reward signifies that the performance of 
a particular sequence of actions be continued while 
negative reward penalizes for such actions. (Mohammed 
et al, 2016).  
 
In this review, the use of ML techniques as a solution to 
security and privacy issues in IoT is presented with 
specific attention to intrusion detection; intrusion being a 
major challenge in IoT networks. Intrusion detection 
systems (IDS) can be device-based, network-based or 
hybrid (a combination of both). The network intrusion 
detection system (NIDS) utilizes network traffic in its 
analysis. On the other hand, the host-based intrusion 
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detection (HIDS) utilizes the log data of sensors and 
devices (Meera et al, 2021; Singh and Singh 2014).  
 
For anomalies (unknown-attacks), IDS seek to find 
patterns that are not consistent with the normal network 
traffic or sensor data patterns while for signatures 
(known-attacks), the patterns are compared with known 
patterns in the IDS database. Once an intrusion is flagged, 
required counter-measures will be deployed. Some 
examples include signature-based by (Eskandari, et al, 
2020; Swarna et al, 2020),  anomaly-based by (Ahmad et 
al, 2020; Eskandari et al., 2020; Sheikhan  and Bostani, 
2017) and  for  avoiding  adversarial attacks on ML 
techniques by (Sagar et al, 2020; Miyato, et al, 2018; Zhang 
et al., 2019; Santana et al., 2021). The architecture of the 
IoT system – centralized or distributed is also considered.  

 
Table 1. Some performance evaluation metrics for Machine 

Learning Models (Hameed et al, 2021) 

 
The performance of the ML technique applied determines 
its suitability for its intended purpose of intrusion 
detection.  Some performance metrics are as listed in 

Table 1 while acronyms, description and meanings are 
listed in Table 2. 

 
Table 2. Acronyms for performance metrics 

 
This study is unique because it reviewed some existing 
ML-based IDS and identified new techniques (e.g., 
blockchain, multi-layer, and federated learning) that have 
been explored in combination with ML techniques in a 
bid to improve privacy preservation in IoT systems. The 
following sections are organized thus: Section 2 
highlights related work, Section 3 presents the research 
methodology, Section 4 presents review findings, 
performance metrics used and identifies gaps/limitations 
in the various studies. Section 5 concludes with the main 
points of the study and suggests future work that can be 
carried out. 

2 RELATED WORK  
Several surveys/reviews have been employed on utilizing 
ML to provide solutions to security and privacy concerns 
in IoT in general and intrusion detection in particular. 
Some are presented in this section. 
 
Amiri-Zarandi et al. (2020) reviewed several studies that 
have applied machine learning (ML) to address privacy 
issues in IoT including scalability, interoperability, and 
resource (computation, storage and energy) limitations. 
Data generated in the different IoT layers were 
categorized and ML applied for robust privacy 
management. Chaabouni et al. (2019) reviewed 
traditional and ML-based NIDS by comparing IoT 
architectures selected, detection methodologies and 
validation strategies applied, threats/attacks identified 
and algorithms deployed as solutions. Results showed 
that the latter has an advantage of increased detection 
accuracy and decreased false positive alarms.  
 
Hameed et al. (2021) focused on Implantable Medical 
Devices (IMDs) because of the serious impacts on the 
health and life of patients. For these devices, security 
solutions consisted of device anomaly detection, 
authentication, and access control as well as network 
layer security. Results showed that though traditional ML 
techniques were found to be effective, proper 
consideration must be given to resource capability, time 
complexity, and energy usage to ensure their 
effectiveness. Thamilarasu et al. (2020) also presented an 
IDS for IoT sensor and network data in connected medical 
devices. Results showed that the model had high 
detection accuracy with minimal computational resource 
required. (Iwendi et al., 2021) sought to detect network-
based attacks and privacy violations in smart health care 
by using ML methods (Random Forest (RF)) and a feature 
optimization method) which resulted in a high detection 
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rate with lower false alarm rate. Verma et al. (2021) also 
applied ML techniques as an effective solution for 
intrusion detection in Internet of Medical Things and 
privacy preservation of patients’ medical records. 
 
Liang et al. (2019) presented the various aspects (benefits, 
vulnerabilities and trends) of using ML for cybersecurity 
in “cyber-physical systems” (CPS) with CPS defined as  
“collections of physical and computer components that 
are integrated with each other to operate a process safely 
and efficiently” (Munirathinam, 2020). Examples of CPS 
are industrial control systems and smart grids and the 
benefits of applying ML techniques in to them include 
improved intrusion detection and decision accuracy. 
However, the growing trend of ML being used in 
execution of cyberattacks and intrusions was a major 
concern.  
 
Skowron and Janicki (2020) presented a new method by 
which traffic fingerprinting attack can be detected. It also 
highlighted the vulnerability of ML being used 
adversarially against IoT devices and proposed 
countermeasures by which traffic analysis attacks can be 
mitigated were proposed. Sharma and Liu (2021) 
analysed six supervised learning algorithms (SVM, K-
NN, RF, Naïve Bayes, Ensemble-V and Ensemble-B) for 
detecting misbehaviour in Internet of Vehicles (IoV). 
Despite the good performance obtained, it was seen that 
some attacks may escape detection as a result of the close 
similarity between the normal and abnormal data. Weng 
and Liu (2019) proposed anomaly detection for mobile 
service computing; the aim being to prevent hacking 
during data transfer to the Cloud. Wei et al. (2017), Lei et 
al.. (2019) and Zhu et al. (2020) on the other hand, sought 
to improve the efficiency and effectiveness of malware 
detection on Android phones by using ML techniques   
 
Hassan et al. (2020), Shahid et al. (2020), Kasongo (2021) 
and Liu et al. (2020) presented various ML and deep 
learning (DL) models that are reliable in countering 
cyber-attacks and preserving the integrity of industrial 
internet of things (IIoT) networks. This is of particular 
importance as industries have become more defenceless 
against new threats/intrusions because of the nature of 
their networks. Nie et al. (2021) proposed a DL-based IDS 
for Social IoT. It was first implemented for a single attack 
and thereafter, several models were combined to handle 
multiple attacks. Simulation result showed that this 
method significantly improved the accuracy of intrusion 
detection. Liu and Lang (2019) presented a taxonomy of 
IDS that take data objects to classify and summarize ML- 
and DL-based IDS literature. The paper highlighted the 
advantage of DL over ML techniques and the constraint 
of the former requiring more computing resources. 
Asharf et al. (2020) and Chaabouni et al. (2019) presented 
comprehensive reviews on the use of ML in IDS and 
highlighted the various system architecture, protocols, 
detection methods, validation strategies, threats and 
algorithm utilizations as well as DL techniques 
considered. 

Furthermore, this review has shown that in a bid to 
ensure privacy preservation, many researchers have 
veered from traditional ML techniques via centralized or 
edge learning methods, to newer ones such as federated 
learning (FL), blockchain, multi-layer/deep learning. FL is 
a privacy-preserving decentralized method. Raw data is 
kept on devices for local computation thereby denying 
hackers access to raw data. Many researchers  (Nguyen et 
al. 2021; Dinesh et al, 2021;  Ferrage and Friha, 2021;  Pei 
et al, 2020; AbdulRahman et al, 2020) have used this 
technique in key applications such as smart cities, smart 
healthcare, smart industry, smart transportation and 
smart vehicles. Hassija et al. (2019) proposed using 
Blockchain, fog computing, edge computing, and ML to 
enhance IoT security. Alkadi et al. (2021) presented a 
Deep Blockchain Framework (DBF) which combined 
distributed intrusion detection and blockchain 
approaches to enable migration of data in a timely, 
reliable and secure manner. Lu et al. (2020) proposed the 
combination of blockchain and FL in order to enable 
secure and intelligent data sharing with high efficiency 
and utility. Chai et al. (2021) and Iftikhar et al. (2021) 
presented a hierarchical blockchain-enabled FL algorithm 
such that knowledge can be safely shared in Internet of 
Vehicles applications for traffic control, accident 
prevention and critical message sharing among vehicles.  
Ibrahim et al. (2022) presented a new blockchain-enabled 
protocol (BEP) and Software Defined Networking (SDN) 
architectures to boost IoT security against Denial of 
Service (DoS) and Distributed DoS (DDoS) attacks. 
 
Multi-layer ML / DL  made use of multiple layers of ML 
techniques (multiple deep networks) to boost detection 
accuracy and improve performance of IDS. (Lee et al, 
2020) developed a lightweight ML-based IDS using deep 
auto-encoder and feature extraction. This enabled 
effective intrusion detection in the resource-constrained 
IoT devices. Khater et al. (2019) also proposed a 
lightweight IDS using a Multilayer Perceptron (MLP) 
model. These confirmed that with the right choice of 
techniques, intrusion detection can be carried out on 
resource constrained IoT devices. Qaddoura et al. (2021) 
combined two stages of detection to ensure better quality 
of classification results. Gassais et al. (2020), Bica et al. 
(2019) and Pajooh et al. (2021) implemented several ML 
and DL algorithms to achieve high detection capabilities, 
with little computational overhead on IoT devices 
(Hameed et al,  2021) proposed a combined (host and 
network) IDS which is used for the detection of malicious 
sensor and network data simultaneously.  A summary of 
some of the studies reviewed are presented in Table 3. 

3 RESEARCH METHODOLOGY 
In this study, the focus was on the use of ML techniques 
in intrusion detection; intrusion being a major challenge 
in IoT networks. The study undertook a systematic 
literature review (SLR) utilizing the Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses 
(PRISMA) framework (Azevedo et al,  2017; Guelph-
Humber, 2021) for the review process. PRISMA is a 
recognized standard and demonstrates the procedure and 
details of document identification, screening, 
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inclusion/exclusion such that the accuracy of reviews and 
meta-analysis reports can be improved and review 
methods can be replicated, if necessary. Two databases, 
the IEEE and ProQuest (comprising 4 databases) were 
searched for relevant papers. The following keywords 
were used: Internet of Things, IoT, Intrusion Detection, 
Machine Learning, Security and Privacy and Systematic 
Review. Papers listed were thereafter screened using 
specific inclusion/exclusion criteria. Eligible papers were 
then further scrutinized based on title, content of abstract, 
etc., and reviewed. 

4 RESULTS AND DISCUSSIONS 
Using PRISMA with relevant key words in an advanced 
search, 6,128 papers were obtained from both the 

ProQuest and IEEE databases. Advance Search was 
implemented as follows: Internet of Things AND IoT 
AND Security and Privacy AND Machine learning AND 
Intrusion Detection with the search process presented in 
Fig. 2. Several filters such as type of publication (journal, 
conferences, or book chapter), date of publication, 
document type (article, literature review, review, etc.) 
were applied. With inclusion/exclusion criteria also 
applied, the number of potential papers for review was 
reduced to 99 for ProQuest and 55 for IEEE databases. 
Further selection was made based on abstracts’ contents 
and relevance. The final selection of papers was reduced 
to 60; 30 papers from each database, for the purpose of 
equity. 

Table 3. Summary of some related works
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Fig. 2: PRISMA Flow Diagram  

(Based on Advance Search: Internet of Things AND IoT AND Security and Privacy AND Machine learning). 
 

Table 4. Summary of some studies on using ML/DL Techniques in IDS 
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Overall, the purpose of intrusion detection in IoT is to 
implement an IDS that is effective, reliable and accurate 
in detecting and preventing various attacks (both 
anomalous and signature) against the system.  In this 
quest, various ML and DL methods have been used – in 
singular form or in hybrid form (combination of two or 
more techniques). Efforts have also been made to ensure 
the dataset is suitable and usable for learning. Various 
data transformation techniques and feature 
selection/extraction methods have been utilized with the 
aim of balancing the dataset and reducing features, 
respectively. The type of a dataset (balanced or 
imbalanced; old or current) and the type of feature 
selection/extraction method employed play key roles in 
the performance of  IDS (Kurniabudi, et al, 2020; 
Adekunle et al, 2019; Ayogu et al, 2019) as they impact the 
ability of the IDS to accurately detect attacks. This is 
known as the data preprocessing stage and the new 
dataset obtained will be used to train the IDS by using 
ML/DL classifiers. Despite the numerous studies that 
have been carried out in this regard, many gaps still exist 
with each study having its own peculiarities.  Results of a 
few of the papers reviewed are presented in Table 4 with 
gaps pertaining to each study highlighted. 
 
From this review, some gaps and limitations of the 
various methods used in the design and development of 
IDS have been identified. These include: 
• The choice of methods of dimensionality reduction 

and feature selection in the preprocessing stage of 
IDS development impact the capability of the IDS to 
accurately detect attacks.  

• Data preprocessing and feature reduction, model 
training and deployment of ML- and DL-based 
NIDS, increase computational complexity. Increase 
in resource requirement (CPU, storage, energy) in 
implementing ML/DL techniques is a major 
challenge for resource-constrained IoT devices in 
particular and hinders the provision of adequate 
protection for them. This highlights the need for an 
efficient NIDS with light computational 
requirements. 

• The need for a trade-off between detection accuracy 
and false positive events such that mitigating actions 
are not unnecessarily deployed which may lead to 
disruption of services. 

• The use of ML in the execution of adversarial attacks 
on IoT devices and networks as seen with emerging 
attacks.  

• Inability of IDS to detect some attacks especially 
those hidden in network datasets due to the 
imbalanced nature of the datasets. This is because 
normal data are much larger than attack data thus 
resulting in bias towards the larger dataset; leading 
to high false-positive rates.  

• Inability of IDS to capture all possible normal 
observations in the network, particularly in IoT 
network where data is sent from heterogeneous 
devices, resulting in high false-negative rates.  

• Use of ML/DL techniques in IoT networks (which 
are large and distributed) raises scalability issues 
especially due to the diverse (heterogeneous) nature 
of IoT networks.  

• DL models are more efficient in attack detection than 
ML but have the disadvantage of longer running 
times making them sometimes unsuitable to meet 
the real-time requirement of IDS. 

The dynamic nature of attacks makes it difficult for any 
particular IDS to detect all types of attacks. New and 
emerging attacks come in various combinations of 
existing attacks, keep evolving and increase in 
complexity. Thus, the development of IDS is a continuing 
project. 

5 CONCLUSIONS 
The role of ML in security and privacy issues in IoT has 
been investigated by many researchers with ML 
techniques significantly utilized for security in both the 
device and network layers. In this study, the systematic 
review of various ML techniques applied for intrusion 
detection was carried out. This review examined relevant 
studies that were published in the last ten years (2011-
2021) from two databases (IEEE and ProQuest). From the 
final set of papers (60) selected, it was observed that DL 
methods were better suited than traditional ML methods 
for anomaly detection in IoT. This was based on the 
various performance metrics utilized in the studies. To 
further enhance IoT system performance, it was observed 
that researchers explored combinations of various 
techniques such as federated learning, blockchain and 
multi-layer classification approaches. Models that 
combined various ML techniques were also observed to 
present improvement in performance. Despite the success 
of these efforts, some gaps as listed above exist.  Future 
work should explore further enhancement of system 
performance and efficiency by improving dataset 
balancing and feature selection methods. Efficient IDS 
will contribute to the larger picture of acceptability and 
commercialization of IoT technology which is estimated 
to reach $493 billion by 2026. 
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