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ABSTRACT

&

A double sampling strateqy for inclusion probabilities with a difference estimator of the population total that

depends on a known population total of an auxiliary variable is proposed. The unbiasedness and sampling variance
of the proposed estimator are also determined for a situation where the two-phase samples are independent. The
condition under which the proposed estimator can be preferred to the difference estimator which depends on the initial
sample total of an auxiliary variable as discussed by Udofia (1995) is specified. ‘ '

KEY WORDS: Double Sampling for Inclusion Probabilities. Difference Estimator With Popuiation Total of An Auxiliary

Variable.
1. INTRODUCTION

Udofia (1995) gives -a comprehensive list of
different double sampling strategies developed by
different researchers for estimation of the total of a
random variable Y and then proposes, as an additional
contribution, an unbiased difference estimator of the
total of Y wunder double sampling for inclusion
probabilities. - The paper discusses the proposed
estimator in detail and proves that under a certain
condition based on the cost per unit of information in
both phases of the survey the proposed difference
estimator gives a more precise result than a
corresponding estimator based on a sample drawn in a
single phase.

In the double sampling strategy discussed by
Udofia (1995), an initial sample of size n, denoted here

Y, =

n, n, 7=y P,

:L[J_._i" . "[—1*2”

n;)‘l:'

by S(ny) is drawn by simpie random sampling without
replacement (SRSWOR) and information on variables X
and Z is obtained from the sample. Information on X is -
used to calculate the inclusion probability for each
element of the pcpulation while the information on 2is
used to improve the precision of the proposed estimator.
A second sample of size n; n, < n;, denoted here by
S(n,) is drawn from the initial sample with probability
P=x¢Xy proportional to size, X,, and with replacement
)

(PPSWR) where /Ylv: Zx: . Information on Y, the
: i:;l .

variable cf interest, is obtained from the second sample.

The proposed difference estimator of the population totat

1S . '

—

_i,;_z,” - A1)
P, | -

where Z, = ZZ, and k is a suitably chosen constant. The paper [Udofia (1995)] proves that this estimator 1s

1=

unbiased with variance
-. 20y _ _
%~ N-lnn

where

- oV ply.z)
o, (v, (z)

The paper also shows that the value of k that minimizes J/ (); )is k* = &

WV o)+iv 2)-24

5_\,,.03,0/)0,,(2)} | 2

a/,(y) = Vh'(”;;)m’o./?(z) = \/V/T;:) and f; = ny/N.

7,0
S o, {z)

An unbiased estimator of V/ (};,) which is missing in Udofia (1995) can be obtained as
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A \ n n,(n, 1 = x n (n2 -1)
P
B8 N nl __1 #y d I .
-+ — o d, v, - kz (3
N -1 nn,(n, - l),zf n,,ZP, o ' O
In many practical survey situations, the value of the 2. THE UNIVARIATE DIFFERENCE ESTIMATOR
auxiliary variable for individual elements of the WHEN THE POPULATION TOTAL IS KNOWK
population may not be available but the population total ,
of the variable can be easily obtained from official We assume that S(n;,) is drawn by PPSWR from

sources. it is therefore of interest to see how the above S(n,) and that Z, is known before the start of the survey.
sampling strategy and all the related calculations can te Thus, unfike in Udofia (1995), information is obtained on

modified if the initial sample total, Z,, in equation (1) can X alone from the initial sample and information on Y and

Z is obtained from the second sample. Then an

be replaced by avanlable population total, Z, = Z? estimator of the population total of a random variable Y
1= is

of the auxiliary variable Z and to determine the gain, if
any, that such @ madification can provide. This paper is
an attempt in this direction.

.

. N & oy, ¢ 7
Vy= - { Y B k{ ){‘:”Z P %’LZ” ;!

nyyn, -y P, P,

LR ]

A

We now prove that this estimator is unbiased for the population total Y = Z Y and then find its sampling variance.
)

NOW
E:();gin|)'—""" [Z B"kZ/j+k1(, = t,—k)v‘lfk\f/
Then
E(Y,) = EE,(Yy | n) =NV —kNZ + kNZ = NY =Y
I "’l - ] N . i N
where yl :—‘Z 2 :-—-Z :-—ZY’ and Z :_Z/
=y N3 N3

This compietes the proof of the unbiasedness of the estimator Y,.
The sampllng variance of the estimator can be obtained from the conditional variance formula [Raj (1956))].

V(Y)—V1 Ez(Y!r‘\*EVZ() |n1) / (5)
Now B /
E,(Y,In)= Ny, -kZ)+kZ,. , /
Letd, = y, - kz , sothat d, = ~--Y d, = Vv, k=, .
: n| /-l
Then
E,(Y, )= Nd, +kZ,
and hence PR
’ . . T ) b l I ]
VEL(Y, | n) =V (Nd) = N‘[—w - ~~)S(‘,‘ , ...{6)
i, - N 7
. where

A

i i . . Y
K "2 0 Yl ek - 2]
=1 ‘ 1=1

= S2 v kS - 2kp 5SS, _ o U

)

Substitution of (7) in (6) gives the result
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V.E,(Y, {n) = VNZ(—I—— —N-](vz + k82— 2kp .S 8 ) .(8)

nl
Fer the second term on the right-hand-side of equation (5), we abtain

- e VoL (e
”Nf“)i'“lfé’“ - - k/o]"j_'zp:{:}‘l'*“k"z "' l‘ln ']
) nl \ l), nl =1 . [) N

"y

5 I
Vi m)=—=3p,

D =l

2
A/Z " / "
A1 p/(i-" -d, ] W, = Zd, :

non, S P, =1
From Raj (1968) this can be expressed as

V(Y ;n,)Ji 1 Sy xx (”j .

o]

| "7 S / -\‘//
Thus
s N I n(n e d Y
BRI = 1v'(1v'~—|),z.:§ ( X
N n-
T e V d
N -1 nn, (). _
N n -1 2 .
= —W )Y+ hkV (2)-2k0 .0 (2)o. (. .9
N -1 nn, [ P ) 0:0,(2)0, 1 )] @
Substitution of (8) and (9) in (5) gives the result
. 1 1Yy, ., N n -1 ) .
HE)=N|— ~— [ +£S U0, S8 )+ L1 1)+ ()~ 240, 0 210, (0) (10
n N N-1 nn,

which is the sampling variance of Y, . To obtain an unbiased estimator of V'( };3) in Equation (10), we “on\|y need to
replace V; E, ( );2 [ 1) and E; V,( }73 [ny) in equation (5) by their unbiased estimators.
Now an unbiased estimator of I, £, ( };2 | n,)is given by

. - | I,
VE,Y, |n) = N:[“‘“ﬁ}\;

n
27
where si = l z i’ s (Z ) is calculated from the initial sample information.
n -5 =l *
4

Under'the sample design under discussion, the information needed to caiculate d; was not obtainea from S(n,) and
hence an unbiased estimator of Sf is obtained from the second sample [Raj (1968)] as

Sy = X, Z X, on, (n, ”J[Z ] }

A VI ~' n, e
¥ - l

Thus an unbiased estimator of V£, ( Yz | 1, ) from the second sample information is given by

v _ ol 2 » P ]'
RIUET N A3 -F L) o
.omn, NUARE N ~ x, _-|) ~ x

An unbiased estimator of E,VZ()Z | ) is alsc obtaired from the secona sample information as

NX? @f(d 1 &ad Y
A S [_/_Au Z ;] L (12)

nin,(n, ~1)* x, n, T x,
Subststutlon of (11) and (12) for their respectuve estimands in (5) gives th= resuit
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P omiSx)

| Nx S‘ d_1%d)
] wn,(n, 1)< '

QQZAW:Q,&IiijHZﬁJ“ZQ

n(n —1) i A (RS L 4

VARIANCE OF Y FOR INDEPENDENT SAMPLES

If the two samples, S(n;) and (Sn,), are drawn independently of each other, the estimator, Y IS stlll unbiased

for Y. To verify the-unbiasedness of Y under this condition, we rewrite equation (4) as

"y

fe (S 5 -E S

n,oo X, n, =y X,

Let
-~ N .
X =-~-X =Nx 2= Nz
",
k_—'.'_zy' Z”*"“(Y"; yl_kxi_Z_q
» n, l=|x, n?llx an‘71|x n2 =1 x,}’
1§y k$Z
X\nmSp m<p)
Now :
- N
EO=Yx=x. (13)
=1
aa | y YA
E(R) = ( Lo 2N 2= (Y - k2Z),
X; 2;[) n,gp,/ X(
=R:%;D:Y—kz, ...... (14) .

where Y = ZY Z = iZ
1=1

1=

Then
Y, = XR+kZ,,
and

CE(Fy) = ECOER) + k2, = XH?(Y - kZ(,)}rkZ(, =Y

This proves that Y is an unbiased estimator of Y when S(11,) and S(n,) are independent.
vy, =V (XR) + V(kZ,) + 2Cov(XR.kZ,) = V(XR)

since kZ, is a constant. Raj (1968) has given the formula for the variance of a product, XR . when Xand Rare
mdependent as

V(XR) [E(R)) V(X) FEX)P V(R + VKW (R) “ (15)

Now ; i
5 2 l I b]

V(X)) = il N\ . ...(16

. ( ) N ( n, N J ) I . (o)

e - &

. I | & d b1 (d :

X° \nTp,

. N
where D = Z d, . From our earlier discussions, we express this result as
'E3]
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TP N Y a4y
V(R)= x| o Zop o Ly 17
e I L IR s -
Substitution of (13), (14), (18) and (17) in (15) gives the result
. I A
V(yj) - [e?A/rZ l — _[ S\z + -}__ V,(d)f ﬁ +(_L — -_]_. Lif-‘_ f
’ n N m U0 e NJXE ]
A1) L A L T I T
=N =~ 2 (R < 2kRR, + k O I I -._J<; V(v ¢ K1(2) - 28,3 () ()] . (18)
n nj ", mooN '

where Rq = YIX, R, = ZIX and (' - SN
appears as equation (28) in Udofia (1995). .
From Raj (1968), we 'obtain‘the unbiased estimator of V(XR) from the formula

This result is different from the corresponding result for ).’, which

V(XRY = XU (Ry+ RV (X) - VX (R .. (19)
Now . '
- / N V? N - -
D R O A S O X (20
L n, ') ", ' Z’, ' (20)
. ! s (d g Y
VAR) = ——ret S Lo @21
(R) Y “n, n, — 1 ,[p, n, Z‘:, P, @7)
s (1l ed Y | & d
and R = ( RS S — el .. {22)
nz;p,) n,;z:, v,
e o), , I .
VX )= N"| - Spsos= X, - X) .. (23
(¥) ["' NJ. 1 n'wlj};( , (23)
Substitution of (20), (21), (22) and (23) in (19) gives the result ’
AT S mwlﬁiwlzﬁ)vh.- Sl
X, - p, n N ] & p) Xan-heip J ( ‘ ;

L

The corresponding estimator for the variance of ) under the same condition is given by Udofia (1995) as -

. W 2 2]
an x N LR i fd s
v (’.) FE e Y RN t‘ ZI“? TR Z( R
Xony(n, -y p n N [\, Xom(n, -y =2 p, .

. 5 I, S,
CAlso V(K) = V(Y) if p. - S k S‘; .

— & \

R 7 l . (25)
J :

This shows that

A COMPARISON BETWEEN V(1) AND (V)

As stated earlier, the estimator Y, discussed by Udofia
(1995) requires information on X and Z from the initial

sample while the estimator Y, proposed and discussed

in this paper requires information on Z from the
subsample S(n,) of S(n) and obtains the total of Z for
the initial sample from the known population total.

By using (2) and (10) we obtain the following difference

}, should be preferred to )A’, where there is a high

correlation between the auxiliary variable and the study
variable and the population total of the auxiliary variable
can be obtained. Where these conditions. can be
satisfied, the collection of information on the awnliary
variable, Z, needed to increase ihe precision of the
estimator can be limited to the second sample. A

between V (¥,) and V(f,) :
. . , i
vry-vity=nY - f\;JkS}(Z/)W‘S”l ~kS,)
/

a
This shows that V(};,) > V(}"z)if 2p.S, > kS,

or

1, S,
P> k% k>0
S,

comparison  of 'V()Z) in  eguation {18) to the

corresponding expression for V(‘?,) in Udofia (1995)
under the assumption of independence of S(ny) and
S(nz) shows that the above inequality also holds.
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