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ABSTRACTY

Literature reveals very complicated methods of obtaining orthogicnal polynomials The methods involve the
use of tables, performance of F-tests, obtaining regression parameters amcng others. This paper presents a finite
difference approach which removes these complications as it offers a mu.ch simpler method. These approaches are

compared using a hypothetical data.
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1. INTRODUCTION

Orthogonal polynomials are coefficients of
orthogonal vectors used in curvilinear regression
analysis (Kerlinger et al, 1973). Under the assumption
that the values of the controlled variable x are equally
spaced, with an equal number of observations at each
point, orthogonal polynomial regression is employed to
fit the regression equation (Chatfield. 1983). The

-existing method involves the use of tables, performance

of F-tests etc. The process of determining the order of
the polynomial in this method is doubtless labourious
and complicated. It is for this reason that the need for an
alternative method of fitting orthogonal polynomials has
arisen. The method of finite differences is employed in
this paper to establish that these polynomials can be fit
using polynomial approximation in the sense of Kreyszic
(1999). After presenting the two procedures. we use an
ilustrative example to demonstrate that the proposed
method is computationally less hectic.

2. EXISTING METHOD

A polynomial regression of degree k is of the
form (after standardization) - :
XX

vEay ra f()+ovd fi(z), z- /
¢

where [ () is a polynomial in z of degree r, the a)s are
regression parameters and d is the distance between

successive values of x. X is the mean of x values
: . Where this happens we say that F, is a family o

(Chatfield. 1983).

Definition 1
Two polynomials /, (x,) and f (x,)are said to be
orthogonal if

DLHENLx)=0 (r# )
=i
for alir, s < n-1 (Draper and Smith, 1981)

Definition 2

'If the orthogonal polynomials £, (x), /,(X)....... S AX)

are constructed such that

Solxy =1 zero-order polyncia.al
_/,(X, ) - l“,./“./

Sox) = PXT X ¢ R,

+(J, first order

second order

v ' . . . l
/,(\, ) ::I’V' "*'Q./\’,' +. +T _ r—th order
then the miod=l
Va0 f8) bt £ ()

where ¢ 1s the random error component is called
orthogonai golynomial regression model (Draper and
smith, 1981

Remark ‘
Orthogonatity in the sense of two separate families of
polynomials, Fy and F, is achieved when

() ()
[y ); edy ),

v, o
where | / i 's the slope of a pelynomial in F,
Ldv
(/ v . o i
and { / . is ine slope of a polynomial in F. (Kreyszic,
dx '

1999)

orthogonai trajectories to F, and vice versa
g The standardized orthogonal polynomials are

tabulated in Fisher and Yates (1963) and Pearson and

Hartley (1966). The normal equations from where the

regression zcefficients are estimated are as follows

(Draper and Smith, 1981, Chatfield, 1983).

na; = \y.

D INACR N Y ARSI
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The quantitics f.(z,)y, are given in the above tables.
The process of performing an F-test to test the
adequacy of the fit consists in obtaining two non-

M. E. Nja, Department of Mathematics/Statistics, Cross River University of Technology, Calabar, Nigeria




116 .

M. E. NJA

stgnlﬂcant ratios (in a row) (Chatfleld 1983)

AN

:l R (n -k 'l)
and F cfwf*lz_lyl(b)w
"R, '(” ~k =2)

a, Z /. (z)“ is obtained from the 're‘léti"on
Ro=Yv-a,-af(--af@)
B NS A WA RN WAC

R, is residual sum of squares after fitting a polynomial of
degree k. If a polynomial of degree k-1 fits the data
better than a polvnomial of dearee k-2 then Ry, will be
substantially less than R,... .

3. PROPOSED METHOD (FINITE DIFFERENT
METHOD)

In numerical methods, finite differences are
employed in polynomial approximation of functions
(Kreyszic, 1999). Both the degree of the polynomial and
its coefficients are obtained using the following theorem:

Theorem (Kreyszic, 1999)

For a polynomlal Pax) = @, + ap4x +...+ ax" of
degree n, the nth differénces in a table with step h are
approximately constant (¢ = nlh "a,) and all other higher
differences are zero.

This however depends on the nature of
approximation. For crude approximations, the column
may not-be a constant but of the shortest range. The
range of a difference column’is the difference between
the |argest and the smallest values. With this theorem
we.can obtain a polynomial given a set of data. For the
degree of the polynomial it is even easier. If the column
of constants appears in the first column of difference we
have a polynomial of the first degree. If it appears in the
second, we have a polynomtal of the second degree etc.

z . W2 f(z)
-3 R 5
'2 ?2 0
-1 -1 -3
0 , 0 -4
4 +1 . N +1 _3
+2 . +3 0
+3 5
> iz 28 84
’ B
)’T‘hen we find
7
Y fi(z)y, =526
=] .
Z fi(z)y =442
i=1
Thds we have
Py oad, ar =20 1. - B2 026
' 28 T84

(c a consiait or mean of the column of

From nth"a, = ¢

. C. .
shortest range) we obtain -« = ~,
- nth

of a, and the table we obtain a systam of equatlons
which we soive for the other coefficients of the n-1
degree poiynorial  This system is given as

tJsing the Value

Py . - . et
P ix) . d, X bt

2 L b
P(x,)- N d, X4 Ay

2 (v ¢ . )
I ( m) e, RIS u Fu!‘m

Y,”

where ¢ is constant or ‘mean of column of shortest

range. his siep size.
The two methods ov solutions are now comoared for the

example below
4, ILLUSTRATIVE EXAMPLE

Find the polyncmial of the lowest degree which
adequately describes the following hypokhetlcal data in
which x is the controlled variable.

x e p2al3 [ 4 5 ]6
Ty [63 57]63]73] 99 [125 18.1 ]
Solunon
Normal Method (Chatfieid, 1983): Orthogonal
Polynomia! Approach '
The stanuszidized controlled variable is given by
PR s-3as d 1

d

where X is as earlier defined. :

There are n = 7 values of the controlled variable. From
Pearson and Hartiey (1966). the first four orthogonal
polynomials zre the following: :

73(2) fo(z)
-1 3

i 7

1 1

0 6

-1 1

-1 Y4

1 © 3

8\ 154

- (.037
}
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The next stage:is to compute a series of-F-ratios to'see
how many of these parameters are required. At each
stage two mean squares are obtaingd by dividing the
appropriate sum of squares by the approprnate number

of degrees of freedom (Montgomery,-1978). The ratio of
the mean squares, the F-ratio. is then compared with
0.05, 1, N-k-l, where N is number of x values, k i
degree of polynomial... - -

Neither the cubic nor the quartic terms give a
significant F-ratio. In any case the residual sum of

- squares is so small after fitting linear and quadratic

terms that it is really unnecessary to try higher order
terms. Thus, a quadratic polynomial describes the data
adequately.

The next stage is to formuiate the regression
equation in terms of the original controlled variable, x.
For this we need to know the orthogonal polynomials as
functions of z. These are also given in Fisher and Yates
(1963) and Pearson and Hartley (1966). We find

New Method: Finite Difference Approach
Finite Difference Column

: \ Table - R
Type of variation Sum of squares |'d.f | \[ ratuo ; Fso(1,n-k-1
Residual from mean 122.86 16 1 R T
Explained by linear 98.72 1 98.72 | O 5 !
Residual from linear 12414 15 |a82 ; .
' Explained by quadratic 12324 112324 1056 1
Residual from quadratic 0.09 4 022 j
Explained by cubic 032 1 032 | 168
Residual from cubic 0.58 3 619 ,
Explained by quartic 0.21 1 02t |11
Residua!from quattc {037 |2 [018 |

f2) Az with 4, -]
and f,(z) = A (=7 4) with 2, =)
Thus the estimated regression equation is given by
V'=0.4441.88+0.53(z° - 4)
=9.44 +1.88(x - 3)+0.53[(x--3)°
=0.45-1.30x+0.53x"
Viea) va) f(2)Fd o (2)

4] sincez = x-3

; i st ] 4nd I S S
X . Y BN S o3 S
0 6.3 ( ; |
b e e e [ — ,-(;, N . . ’l . :‘, SN —
I 5.7 i2 | ;
2 6.3 4 | 20
I | _ 10 S ’ B b l B
7.3 T |2
S I el 20 BN R I S
4 99 9 46 ‘
SO - B S Y« S T ’ RS | i
5 | 12.5 T ' ;
.- S .56 - l i ! S ..,.{
6 } 18.1 i * ; l
The second column of difference has the shortest range Solving we have
This suggests that the polynomlal is of degree 2 a, tu, 0.5
P(xy=a, +a,x+a,x’ Y, v, 0.05
Thus, from nth"a, = ¢ . -
|=’ +4 + l() + () * )() (): We have (l,.Y 0:’3. l’, - l.()ﬁ.
T ;- 124d Hence the estimated regression equation is
2 CPAx) v 62 105y ¢ 0.35x

Py(xX)=62+va x+a,x’
p.(N=062¢vu, +a,=57

P(2)=62+2a+u, 2" =624 2u, +4a, = 6.3

which nearly approximates the crthogonal poiyriomiai.
The slight variation may be explained by the fact that the
polynomial is only an approximation of the real function
describing the aistribution
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" 5. CONCLUSION

With regression analysis we - can make
predications in terms of the future or in terms" of
functiona! values.
contribution of each .independent variable on the
response variable. The finite difference approach is
recommended under the circumstances requinng the
use of orthogona! polynomiais.
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