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ABSTRACT 

In this paper, we adopt a time series approach in modeling inflation in Nig'eria using a four-decade data (1960- 1999) 
on consumer price index.. Logarithmic transformation was used to stabilize the variation in the data. On the whole four 
decades, a quadratic trend was obtained. This is also true with the individual decades except in the first where a linear 
trend proved better than the quadratic trend. For the four-decade, the seasonal indices in the 'first and the last 
quarters of the year negatively affected the price index, whereas the second and the third quarters have positive 
influences. This pattern is consistent with the data relating to the first and third decades. Seasonal multiplicative 
ARlMA (p,d,q) x (P,D,Q), models were fitted to first, the four decades and then to each of the decade's data. 
Forecasts using the models were obtained. 
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1. INTRODUCTION 

Government statisticians and accountants measure and record the levels of domestic output, national income 
a'd prices of the economy. Usually, they take into consideration, among others, consumption, investment, 
goverilment purposes, net exports, real Gross .Domestic Product (GDP), national income, and the price level.. The 
importance of this exercise to any nation cannot be over-emphasized. For sure, with such information in hand the 
country can gauge her economic health [McConnell & Brue (1986)l. 

For the purposes of this paper, we shall discuss one aspect of these indicators -Price level measurement- 
which is very significant in measuring inflation and deflation in a country. It is very important to know how much the 
price level has changed, if at all, from one period to another. That is, we must be aware of whether and to what exte'nt 
~nflation (a rising price level) or deflation (a falling price level) has occurred. 

Usually price level is expressed as an index number and is Called price index. A price index measures the 
combined price of a particular collection of goods and services, called a "market basket" in a specific period relative to 
the combined price of an identical or similar group of goods and services in a reference period. This point of reference 
or bench mark is called the "base year". Mathematically, the price index in a given year becomes: 

Cost qf nzcrrket bn.uket in u specific yecrr 
Pr ice l n ~ i e , ~  = 

100% 
s- ( 1  .l) 

C o s ~  o f  the snnw market bclsket in the hose yecrr 1 

This means that the price index in a given year can be obtained by multiplying the ratio between,the specific year and 
the base year by 100. 

In Nigeria, the'federal Government, through the Federal Office of Statistics (F.O.S.), computes indices of the 
prices of several different collections or market baskets of goods and services. The best known of these indices being 
the Consumer Price lndex (C.P.I.). As the .name implies, CPI measures the change in the price of a large group of 
items purchased by consumers. The CPI serves several major functions. It allows consumers to determine the 
degree to which their purchasing-power is being eroded by price increZsB [Lind & Mason (1996)). In that respect, it is 
a yardstick for revising wages, pe-nsions, and other income payments to keep pace with changes in price. 
: Another major function of Consumer Price lnder is that it is an economic indicator of the rate ofinflation in any 

country. Inflation is a persistent increase in the average price level in the economy. It is measured by the inflation 
rate, the annual percentage change in a price index such as the Consumer Price lndex or Gross Domestic Product 
price deflator. Inflation is the most common phenomenon associated with price level ( AmosWEB Encyclonomic 
WEB'pedia(2000-2006)). General inflation is referred to as a rise in the general level of prices. Rates of inflation are 
mainly obtained from Consumer Price lndex values. For instance, if we want to know how much prices have increased 
over the last 12 months (which is the commonly published inflation rate number) we would subtract last year's 
consumer price index from the current index and divide by last year's number and the result expressed in percentage 
b y  multiplying by 100. Therefore the formula for computing the Inflation Rate can be symbolically expressed as: 

I.S. Iwueze, ~e~artrnentof Statistics, Faculty of Biological and Physical Sciences, Abia State University, PM.6. 2000. Uturu. Abia State, N~geria. 
A. C. Akpanta. Department of Statistics, Faculty of Biological and Physical Sciences, Abia State University, P.M.B. 2000. Uturu. Abia State. Nigeria 



18' I. S. IWUEZE and A. C. AKPANTA 
where Y = the current vear's consumer orice index: and X = the last veafs consumer orlce index ( " Inflat~cn~" 
~nl in$.~ht t~: l~ f la t ionda~coml ln f la t ion l~ ic les l~alcu late ln f la t ion.a~ ~ e b r u a r ~ ,  2006) ~ h k  CPI is computed using; 
the Laspeyre's method [Kapadia and Anderson (198.7);,. where costs are computed using quantities from the base 
year. From the foregoing, one could then appreciate why this paper is based principally on the study.of Consumer 

' Price Index values. 
Consequently, we have extracted from the Federal Office of Statistics, a forty-year data (on monthly basis) 

on consumer price index in Nigeria, with a view to understanding its pattern, fitting a model to it and making some 
statistical and economic predictions using time series approach. Section 2 considers a preliminary analysis of ths data 
with a view to understanding the trend and seasonal components of the data. In Section 3, a detailed seasonal 
multiplicative ARlMA (integrated autoregressive moving average) modeling is carried out. The ARlMA model obtained 
is used in Szction 4 to Obtain price indices that will consequently lead to obtaining inflation rates for the current 
d ~cade.' 

': 

2. PRELIMINARY ANALYSIS , 

According to Wei (1990), the analysis of seasonal time series with periodicity, s, (length of the periodic 
interval) requires the arrangement of the series in a two- dimensional table called Buys-Ballot table after Buys-Ballot 
(1847). 7his brings out the within -periods and between-periods relationships. Within-periods relationships represent 
the correlation among ..., /7i ,-,, X I ,  XI+, , XI+?, ..., and the between-periods relationships represent the 

correlation among ..., .Y,-, , X,, X i , ,  XI+,, , ... . In general, the within-periods relationships represent the 

non-seasonal part of the series while the between-per~ods represent the seasonal part. Furthermore, lwueze and 
Nwogu (2004), lwueze and Ohakwe (2004) and lwueze and Nwogu (2005) have developed an estimation procedure 
based on- the row and column averages of the Buys-Ballot table for the parameters of the trend-cycle component and 
the seasonal indices. 

We shall denote the origlnal data by Y,, t = 1, 2, 3, ... , 480. Arranging Y, in a Buys-Ballot (1847) table ( 
Appendix I ), we observe the following: ( i  ) Marked trend as assessed by the periodlclyearly werages; (ii) Little 
season'al variation as assessed by the monthly averages; (iii) Unstable variance as assessed by both the period~c and 
monthly standard deviations. 
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In order to stabilize the variance, we adopt Bartlett's (1947) transformation that will also help us to make the 
seasonal e f f c !  additive, and to make the data normally distribute'd. Barflett's method is achieved by plotting the 
Ic.darithm of the means agajnst the logarithm of the standard deviations and the slope of the linear relationship 
obtained, is used to determine the nature of the transformation to be adopted. In our own case a slope of 1.17 was 
obtained using the periodic means and the standard deviations, which suggests a logarithmic transformation. Again, 
using the monthly means and standard deviations we had a slope of 0.67, which is approximately 1, thereby 
confirming the logarithmic transformation, as .suggested in Bartlett (1 947) [ see, Osborne (2002), Ogbonna and Haris 
(2003) for more recent work on Bartlett's method ] 

Consequently, we define a new series X, , t = 1, 2, 3 ..., 480, as 

Xt = log, Y, 

A plot of Xt suggests either a quadratic or exponential trend curve, so we explore only the curves suggejted by the 
plot in our descriptive analysis. Usinq Mean Absolute Percentage Error (MAPE), Mean Absolute Deviation (MAD), 
and Mean Square Deviation (MSD) [see lwueze and Nwogu (2004)l as criteria for choice between the two treqd 
curves, we obtain the results in Tabla 1. 

Tabie 1: Summary of trend accuracy measures 
I TXEND I MAPE I MAD I MSD 

Based on the results shown in Table 1, the quadratic trend curve appears better than the exponential trend, 
with the trend curve estimated by 

Mt = 2.016 - 0.000591t + 0.0000299t2 (2.2) 
This means that the rate of change of price with respect to time is not constant but rather a function of the time factor. 
More so, the trend is non-linear with one point of stable equilibrium since the second derivative of Equation (2.2)qs 
greater than zero. With respect to Equation (2.2), the constant 2.016 is the t-intercept at the origin; -0.00059 is the 
slope of the line that indicates the monthly rate of change of the consumer price indices; while 0.0000299 is the. 
degree to which the curve changes direction. 

Since one of the reasons for transformation is to make the seasonal effect additive, the transformed series, for 
the purposes of time series decomposition,-becomes: 

X, =M, + St +-Z1 (2.3) 
where M, is the trend; St is the seasonal component; and Zt is the irregular component. 
Using the de-trended series, the following seasonal indices shown in Table 2 were obtained: 

The de-trended and de-seasonalized series (Irregular component, Z, ) was however, not found .to be apurely 
- - 

randoin.process since its sample autocorrelation coefficients, r, , depict non-randomness ( the values of (- do not 
come down to zero except for very large values of the lag ) as shown in Figure 1 and Table 3. Hence, we have to fit a 
probability model to the irregular component in Section 3. The above procedure was repeated for the individual 
decades using the transformed series, XI, and the results obtained are summarized in Table 4. 

Table 2: Monthly seasonal indices for the overall data ( 1960 - 1999 ) 
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1 I 
Figure 1: PIO] of the sample autocorrelation function of the irregular component, Zt. 

Table 3. sample autocorrelation function for Irregular Component of Equation 2.3 

Considering Table 4, we observe that the trend for the second, third, fourth, and the'overall~cades was each 
quadratic while the first was linear. Again the seasonal effects for the first, third, and the overall were similar as the 
first and last quarters lead to the reduction in the price index. For the second decade, the seasonal effects in January, 
February ,September, October, November and December reduce the price index, whereas for the fourth decade they 
were negative In September, October, November and December. 

Table 4: Summary of time series decomposition of Xt . 
I 
I 
I 

CHARACTERISTICS 

TREND: 

i Polynomial 

I Equation 
I 
I 
i 
i 

SEASONALS: 

January 

, February 

March 

April 

May 

June 

July 

August 

September 

October 

November 

December ' 

OVERALL 

Quadratic .~ 

MI ~2.016 - 0.00059t 

+ 0:0000299t2 

-0.01 890 

-Q.00700 

-0.00400 

0.01020 

0.01920 

0.02570 

0.02750 

0.01750 

0.00060 

-0.01360 -., 

-0.02620 

-0.03120 

I 

Linear . 
MI = 1.986 + 

0.00204t 

-0.00865 

-0.00432 - 
-0.00545 

0.0061 6 

0.01343 

0.02277 

0.02262 

0.00729 

0.00358 

-0.01325 

-0.01 736 

-0.01 966 

. 
I I 

Quadratic 

M, = 2.327 + . 

0.00671 + ' 

0.000048t2 , 

-0.01000 r 

-0.00090 

0.00140 

0.00770 

. 0.02320 

0.02800 

0.02270 

0.00630 

-0.00840 

-0.00850 

-0.02740 , 

' -0.03400 

DECADES 

Ill 1 

Quadratic 

Mt = 3.738 + 

0.0082t + 

. 0.00006012 

-0.02880 

-0.01720 '.: 
, -0.00960 

0.01410 

0.01 540 

0.01680 

0.02710 

0.02980 

0.01070 

-0.00860 

-0.01830 

-0.03130 

IV 

Quadratic 

MI = 5.171 + 0.0437t - 
0.000149t2 

0.0051 0 

0.00410 

0.00250 

0.01410 

0.02370 

0.02950 

0.03470 

0.02230 

-0.00570 

-0.03340 

-0.04680 

-0.0501 0 
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3. ARlMA MODELING 

The dt3crtpttve analysis of Section 2 did not produce a model whose irregular component is random. We 
therefore need a probability model that takes account of the trend and seasonal components of the series. Such 
series are analysed [Box and Jenkins (1976)l by the seasonal multiplicative ARIMA (p,d,q) x (P,D,Q)s time series 
model: given by 

where 

and e, is the zero mean purely random process with constant variance a2 < -; ( I -B )d is the regulay differencing 
s D .  operator to remove the stochastic trend; ( 1-B ) IS the seasonal 

P 

differencing operator to remove the seasonal variation. Equations (3.3) through (3.6) ble polynomials of B or BS with 
no common roots but with roots that lie outside the unit circle. The parameter A,, represents the deterministic trend 
when E(W,) # 0. 

The frequency with which data are recorded determines the value assigned to seasonal period, s. In this work 
the data were collected on monthly basis and with twelve months in a year, our s = 12:. From our preliminary analysis, 
the trend was found to be quadratic. Therefwe, removing the trend entails differencing the series twice. Hence, our d 
= 2. We further differenced the de-trended series once to remove the seasonal effect, hence D = 1. The 
a~to~orrelation function {< ) of the de-trended, de-seasonalized series, W,, given by Equation (3.2), is given in Table 

5. Using Appendix A9.1 of Box and Jenkins (1976, p329), it is clear that p = P = Q = 1 and the seasonal model 
for consideration is the model 

W, = A. + (1 - 8, B - 8, B' - ... - 8 , '~ ' ) (1  -el? ~ " ) e ,  (3..7) 

4' 
Our choice of q was based on the randomness of the residuals by comparing the autocorrelation func!ion of 

the estimated residuals with k 2 1 f i  [chatfield (1980)l. where N is the number of observations used for estimation. 

Since iG = - 0.0002, S, = 0.0642, [where w refers to the model in equation (3.2)], For our own case, N = 466 and 

the t-value of i7 is - 0.0002/(0.0642/.1466) = -0.07, which is not significant. Based on these criteria. the opti@l 

value of,q'is 2, leading to the model 
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( 1  - B)' (1 - B" )x, = (1 - 1.0999 B + 0.2097 B' )(I - 0.91 10 B" )el 
0 (3.8) 

with c? '. = 0.0009 

The ARIMA modeling procedure was repeated for the individual decades on the transformed series X, and the 
results obtained are summarized in Table 6, where the values in parenthesis below the parameter estimates are the 
associated standard errors. 

From Table 6, there are different models for the different decades, which highlight the mstable nature of 
prices in Nigeria. Therefore, for a good forecast we shall use the model preceding the current decade. Hence, the 
model describing Decade 4 would be used from this point in our analysis. 

' 

Table 6: Summary of ARlMA (p,d;q) x (P,D,Q), models ( s = 12 ) 

4.. FORECASTING 

Model 

Type 
Fsti- ' 

Mates 

Following the unstable nature of price level in the country and the fact that its rate of change is not constant 
but a function of the time factor, it is not advisable to forecast beyond one year. Therefore, using the model for the 
fourth decade data, 

(1 - 8)' (1 - B" )x, = (1  - 0.7400 B)(1 - 0.8707 8': )el (4.1) 

we obtain the forecast for the year 2000 as shown in Table 7. It is important to note that the 95% confidence limits of 
our forecasts in Table 7 contain all the actual values. This undoubtedly justifies our model. 

From the foregoing, it follows that as new values come on board, they should be added to dbtain a new model, 
for forecasting to be reasonable. Since the actual values of price indices for the years 2000, 2001: 2002, 2003,and up 
to November 2004 are pow available, we subsequently update the fourth decade data with each year's transformed 
values of the price indices; repeat the whole process of Section 2 for each set; and respectively develop a new model 
as in Section 3. Interestingly, the 95% confidence limits of the forecasts using each new model accommodate the 
actual values of the next year's data. 

DECADES 
I 

(071 3 1 )x(O,l, 1)s 
iI = 0.5267 

(k0.0835) 
6,,=0.7757 

(k0.0665) 
3' = 0.0014 

Aug. 
Sept. 
Oct. 
Nov. 
Dec. 

I I 
(0,2,2)x(O, 1 9 1)s 

el = 1.2318 
(k0.0420) 

i2 = -0.2858 
(+o.o~oo) 

0.8387 
(f0.0840) 

6 = 0.0008 

Actual values as obtained from the original data from F.O.S. 

8.1906 
8.1719 
8.1555 
8.1527 
8.1628 

111 
(0291 )x(0, I, 1 1s 

i1 = 0.8677 
(f 0.05 12) 

6,? = 0.6683 
(kO.1012) 

6 = 0.00 13 

7.9667 
7.91 70 
7.8685 

' 7.8322 
7.8078 

IV 
(O,2.1)x(O3 1 , I  )s 
6, = 0.7400 

(+0.0645) 

6,? = 0.5707 
(kO.0743) 

8 ' = 0.000J . 

OVERALL 
(0,2,2)x(O.I , I  )s 
6, - 1.0999 

(f 0.0157) 
4 = -0.2097 

(5 0.0462) 
6,? = 0.9 I 10 

(f0.034) 
2 ' = 0.0009 

8.4144 
8.4267 
8.4426 
8.4731 
8.51 78 

8.2270 
8.2408 
8.2468 
8.2331 
8.2371 

0.0364 
0.0689 
0.0913 
0.0804 
0.0743 

0.4424 
0.8361 
1.1071 
0.9765 
0.9020 
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For want of space, we shall only consider in detail the transformed Series from Janiiaryl990 to November 

2004 so as to Erecast the consumer price indices for 2005. ~ecomposing the tlme series, X, (t = 1, 2, 3.. . 178,179), 
the trend is found to be quadratic wlth the equation, 

A4, = 5.275 + 0.03891 - 0.0001t2 (4.2) 

The seasonal indices in the first and last quarters of the year negatively affected the consumer price index, 
whereas the second and the third quarters have positive ~nfluences. Finally, the appropriate seasonal multiplicative 
ARJMA(p,d,q)x (P,D,Q)s model becomes: 

(1 - B )' (I - B" )x, = (1  - 0.7953 B)(I - 0.8645 B" )el (4.3) 

Usinglthe model, we now proceed to forecast the 2005 consumer price index values starting'from December 
2004 and obtained the result shown in Table 8. 

Table 8: Forecasts for transformed consumer price index values 
1 I Forecast I 95 % Confiderice limit 1 

( Dec. 2004 - Dec. 

5. CONCLUSION 
I 

From a 45-year data (1960-2004),on consumer price index obtained from the then Federal Office of Statistics, 
we critically examined four decades. A Preliminary analysis done, showed that the decades behaved differently. 
Cgnsequently, different models w6re fitted to each of the decades. The mode! for the fourth decade ( 1990 r= 1999 ) 
was adopted in forecasting the consumer price index for its next year, 2000. The 95% confidence limits of the 
forecast contain the actual values. 

The actual consumer price index values from 2000 to No\iember 2004, now available, were used to update 
the fourth decadedata. Analyses were then made ba.s.ea on the new series. The trend was found to be quadretic and 
the seasonal multiplicative 
ARIMA(0,2,1)x(0,1,1),2 model was used to forecast the consumer pride index values for 2005, and results shown in 
Table 8. 
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