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ABSTRACT

In this paper, we showed how autocovariance functions can be used to estimate the variances of the white noises that
characterize the IMA (1) models corrupted with AR (1) errors. This was used to develop an iteration formula that can be used to
estimate the parameters of the IMA (1) model. We performed simulation studies to demonstrate our findings. The studies showed
that our method very closely estimate the true parameters of the process :
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1.0 INTRODUCTION
Consider the first order moving average model
w,=a,+60 q,, , M

where,
W, is an unobserved process of interest

a, is a white noise process. ie, it is distributed with zero

, 2 . , N
mean and constant variance &, and a,_,.i = 1,2,3.. are its values at time t-i

-

@ is a weight parameter (Box and Jenkins1976)

Equation (1) is said to be invertible if the expansion (1-67)_l converges in squére mean and this is the case where,
|0 | < 1 . Priestiey(1971) '

Our interest is the case where equation (1) is.not invertible ie @ > | but would be through the transformation w, —w,_,.Doing this
will result to the first order integrated moving average IMA (1) model of the form (Bex and Jenkins1976)

(l - L)W, =4, + (9 - l)al~»l (2)
where L is a backward operator ( La, =a, )

Further more, we postulate the case where W, can be estimated by an observable process zithrough w, = z-bx where by
is an error component introduced by faulty measurement or observation processes and is a an autoregressive process of order one
ig AR(1).

Substituting w = z-by into equation (2), we have
(1-D)z, =+~ L)a, , +(1-L)b,
or
(I-L)z, =(1-¢L)a,_, +(1-L)b, 4 (3)
where o -
‘ g=—(1-8)or OG=I1+¢ : " (3b)
Since byis AR(1),
= (—— (Hamilton (1994))
(1 “al)

and substituting into equation (3),we have

(1-alXy-1)z, =(1-aLXI-¢L)a, +(1 - L),

= +a)z/,‘, -az,, +aq, —((1 +¢)a,"1 tada,_, +e, - e, ! (4)
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where
¢, is a white noise process uncorrelated with a,.

Our interest is to estimate the parameters, & inwiand @ in by through z, .

The maximum likelinaod estimates for the case where both crj and '7,’ are known (the so cafied “over verification
case”) are estimated by Barnett (1967) by directly solving the likelihood equation. Chan and Mak (1979) abtained the maximum
likelihood estimates for the case where both o’j and 0‘3 are unknown and where the observations are replicated

Our interest is to use autocovariance function to estimate the parameter values of the real IMA(1)series as well as the parameter
2 .

value of the AR(1) errors even where the ratio A= 4', 1s unknown. Eni, et al(2007a) have used the same method to isolate
o’

errors of of AR(1) corrupted with MA(1) process. Also Eni, et al (2007b) have considersd the case of IMA (1) with white noise In a
similar case, Eni (2008) has considered the case of GARCH (1,1) mode! with white notse errors using the proposed method.

20 VARIANCES OF THE WHITE NOISE PROCESSES

Theoremd
The variances O’j and 0’5 of the white noises ¢, and e, respectively are

2
O, = .

-alap-4) (e B {1 (ar ot -g)rapll-g) |

o = O ~{1+ay +onsfa (- —{a+p) {1+ (v —v i -{a+ A1) +ep (1-4)
‘ (1-afjag (1-g) —(cr+ ) +]

L I-(ar 1 -g+ap(1-4 |
for IMA (1) process corrupted with AR (1) errors

Proof
Multiply through equation (4) by =, and then take expectations to get the variance
vo of the process

v, = (I + a)v, -+ a{f + (rf (a + ¢)E’(:,a,,, )i (1¢E(z,a,,1 )~» E(z,e, ) (5)
where
E(za)=0,
E(ze)=0] (6)

E(z,z, ) =v,
See for example Hamilton (1894).
Jo*j ora respectively for i =0
(0 i#0

E{ae,  )=0 a, and ¢, are independent

[ S}

Elaa, Jor Elee, )=

See Box and Jenkins (1976) for example. (7)

[#]

Multiply through equation (4) by, ,, a,_,. ¢, , and then take expectations using the set of equations in (6) and (7) to get

2

E(:’(J{“):(]»-¢)U; (8)
E(:I‘I/Q) :(l /¢)ﬂ': (9)
Lize, )-ao’ (10)
Substituting equations (8),(9).ang (10) into (&), we obtain
v, ~(1+ay, +av, ={I-(a+gli-g)+ad(-g)o] +(1-a)o; (1)

Multiply through equation (4) by z, , and then take expectations using the equations in (), (7). (8), (9) and (10) to get the
autocovariance

(1 +akr, -v)=lap(l - p)-la +pho) - o’ (12).
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Solving equations (11) and (12) simultaneously for 0’5 and rrez , we obtain the required results as

a’vy —ofl +ay, +ov,

o, = (13)
(1-afap(l-9)-(a+g)}+{ 1-(a+ )1 -4)+apli-9) |
o o-li+a ravfa ¢ (i-g)-(a+d) -+ v fi-(a+gi-g)+a s (1-9) .
(-chap (1Al 1-crsl1-A a9 |
In practice, the observed process (4) will be identified as the ARMA (2,2) mbdel
z,=p02,,4~Fz,+U -QU, +Q,U,, (15)
where .
U, is a white noise process
Comparing equation (4) with (15), we note
B =l+a
(15b)
ﬂz =a
Ut - QIUI-I + QZUI-—Z = (al + el )'— { (a + ¢)a/-| + er-! }+ a ¢ at—i (150)
We group the white noise processes in (15¢) according to time t-i, i=0,1.2 to get
U ,=aq, +e, @
QU =(a+da,_ +e,, (ii)
QU,, =aga,_, (i)

We can estimate 3, 3,,, €2, and ©, through the maximum likelihood estimation (Box and Jenkins1976). In this case, the only

unknown parameter in equation (4) is ¢ and our objective is to estimate it.

Coroliary 1
The variance of the observed process is
ol = A+ ’_‘2 {a¢(l ‘¢)"‘(a "’¢»‘A3 {l f(a “’¢X] -—¢)+a¢ (I ‘¢); (16)
" (1-afap (1-g)-(a+o)+{1-(arofi-¢)+ap (1-9) |
where .
4= {a2"0 ~ofl+a, +av, }
4, ={v0 —(1+a}vl +m’2}
4, ‘“‘“(1+axv| -v,) ‘ -
Proof
Consider from (i)

UU, =(a, +e,)a, +e,
=a,q, +2ae, +ee,
Taking expectations, we have

o =0} +o} a,ande, are independent (n

Substituting equations (13) and (14) into (17), we have the required result (16)

3.0  Parameter Estimations of i(MA (1) Process Corrupted With AR (1) Errors

Theorem 2. The parameter ¢ found in the IMA (1) process corrupted by AR (1)
Process can be estimated using the iterative formula below

P(p )»Q(¢)j[

¢Ml :¢'-—(R(¢)"S(¢)
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o P9 )=C,[(1-afad(1-¢)-(a +4)}+ {1 - (@ + )1 - 9)+ agl(i-9)}]
0@)=C\[4,+ 4, {ap(1-8)-(a + )}~ 4, {1~ (e + 8} - 4)+ 291 - 9)}]
R#) =C[(1 - aall-26)- }+{al1-26)-(1-a - 24)}]
5#)=C[4,{a(1-29)-1}- 4 { a(1-26)- (1~ -2¢) }]
A,={a2v0—a(l+a)vl+av2} '
A2={v0—-(l+a)v|+a‘v2}
A, :(l+aXv, —vo) ,
C =1-Q (ﬂ\ )+Ql(ﬂl —QI)ﬂI—QZ(ﬂZ "Qz)
C, =vy =B, + Byv,

The stating pomt of the iteration is

# =G
Proof:

Muitiply through equation (15) by Z, and then take expectations to get

Vo =B v, =~ Bv, +0o} —QE(U, )+ Q,E(z,U,,) : (18)
where
EcU)=0o |
Muitiply through equation (15) by U,_,, U,_, and then take expectations to get
E@zU.)=(B-Q)5; (19)
EGU,.,) :{(ﬂl -Q)8, - (8, - Q, Yo (20)
Substituting equations (19) and (20) into (18), we obtain . )
Vo = BV, + Byv, = { 1-Q, (/Bl ”Q|)+ Qz(ﬂl -Q, )ﬂl - Qz(ﬂz - Q:) }O-(ZI (21)
Substituting equations (16).into (21), we get
P(@)=0(8)
or ;
F(g)=P9)-9) (22)
where

P )=C,[(1 - afap(1-9)~(a +#)}+ {1 - (@ + o)1 - #)+ ag(1 - )}]
08)=C\[4,+ 4,{0p(1-¢)-(a+8)} - 4,{1 - (a+ )1 - )+ ag(1 - $}}]
C=1-2,(8 -2)+Q,(5 -Q,)8, -2,(8, - ,)

C, =v, = Bv, + B,v, '

Our objective is to estimate the parameter ¢ .However; equation (22) is non-linear and can be solved by the Newton-Raphson
process. In this case, the ¢M solution may be obtained from the i" approximation according to
/
b = "LW )—Q(¢))
i+l T
’ " LR(®)-S(4)

P )=Cl1-afad(i-8)-(a+o)+ {1 -(a+ o)1 - ¢)+agli - #)}]
08)=C\[4, + A, {ap(1 - 8)-(a + o)}~ 4, {1 (@ + $)1 - ¢) + ag(1 - $)}]
R(@$)=P(9) =C,[(1- a)all-2¢)- }+{ 1-2¢)-(1-a - 2¢)}]
S(@)=0) =C,[4,{a(l-26)-1}- 4,1 a(l -2¢)-(1-a -2¢) }]

(@3)

where
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A ={azv0 ~Al+a, +av2}

A, ={V0 “(1+a)vl +m’2}

A3=(l+a)(v, —vo)

Cr=1-2,(8 -9)+Q,( - Q) - ,(8 - Q,)
C,=v, - pv, + By,

We start iteration with g, = 2, — [3,. We obtain this by examining (15b) and (ii) in section 2 We expect the values of ¢ to be
such that £ (¢) = 0 at the point of convergence.
4.0 ILLUSTRATION
We used the NORMRND facilities in MATLABS (1999) to generate the white noise error @, with mean 0 and variance

2.5. We use this to simulate the values of the non-invertible w, following equation(1) We do this by using a recursion derived from
equation(1) as follows; ’

w,=a,=0
w, =4,
w,=a,+80w, =a,=w,-0w,

w,=a,+0w,-0'w, Da,=w,-0w,+6"w,
Continuing this way, we have
wy=a, +0w, —0w, +0’w,

w, =a, +Z( n*te'w, - 24)

We chose & = 1.46 to ensure non- invertibility. (See Priestley 1671 )
Next, we generate the IMA form as in equaticn (2) using the result in the 4
recursion (24) as

w,—w, =(1-Lyw, =a, —a, +0 w,

: (1 Lw,=a,-a,+0 w2 ~6(1 + B,

(-Lw,=a,-a_+0w,_, m(i(—l)ulgl(l“"(})wv-l“‘} ’y (25) .
i=l .

Next, we again used the NORMRND facilities in MATLABS (1999) to generate the white noise error €, with mean 0 and

variance 1.5. We use this to simulate the values of the error component b, following equation (3b) We do this by using a recursion
derived from equation (3b) as follows.

b, =e,
b, =e, +ae,
: (26)

b =e +ae, ,+a’e, ,+-+a''e,
-1

=Ya'e_,, t=12..
=0

We chose o = (.75 to ensure stationarity. (See Prigstiey 1971)
We sum the resuit of recursions (25) and (26) to get the observe set of data, 2 since from equation (3) W, = zi-bx.

Our aim is to estimate the parameters, & inw and @ in b through z, using theories formulated in sections 2 and 3 of this paper .
We compute the ﬁrst three-autocovariance values of z; using (Box and Jenkins1976)

v, =~ ( ~ufe,, -u).

N e
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i=012
I N
M= _A—/ ; -y
We ebtained the result shown below
v, =1.6709
v, =1.103 (27)
v, =0.2416

We used the Mcleod and Sales (1983} maximum likelihood estimates facilities in
STATISTICA (1995) to get the following parameter values (found in equation (15));

B =174
B, =0.736 |

28
Q=27 29
Q, =036

The iterative formula (23) was used to estimate the parameter value ¢ of the IMA (1) process with @, = 0.43 as starting
value for the iteration. The iteration converges after four attempts to ¢ =0.454. From this, we obtain & = | + ¢ = 1.454 (see

equation (3)) . This value is very close 10 the true value of & =1.46 (see equation (24)) .
Additionally, the value of « found in the AR (1) error process is easily seen to be 3, = a = 0.736(see equation

15b).Again this is close to the true vaiue o = (.75 (see equation (26)).
These results show that the parameters of both the IMA (1) process and the AR (1) errors have been correctly estimated by our

method.

5.0 CONCLUSION

We have shown that autocorrelation functions can be used to estimate the true parameters of an MA (1) process
corrupted with AR (1) errors

I?EFERENCES
Barnett. V. D., 1987. A note on linear structural relationships when both residual variances are known Biometrika 63, 38-50.
Box, G. E. and Jenkins, G. M., 1876. Time series Analysis: Forecasting and Control. San Fransisco: Holden-Day.

Chan L. and Mak, 7., 1979. Maximum likelihood estimation of a structural relationship with replications. Journal of royal statistical
society, 41: 263 - 268

Eni, D., 2006. Estimation of GARCH Models with Measurement or Round-Up Eirors and Applications through Simulation Study.
Proceedings of the Annual Conference of the Mathematical Association of Nigeria (MAN).Heid at Bauchi pp: 72-77.

Eni, D., Ogban, G., Ekpenyong B. and Atsu, J., 2007a. On Error Handling For A Process Following AR (1) Wlth MA (1) Errors.
Journal of Research in Engineering, 4(1): 102 104.

Eni, D., Ogban, G., lgobi, D. and Ekpenyong, B., 2007b. On The Parameter Estimation Of First Order IMA Model Corrupted With
White Nonse To Appear in Global Journai of Mathematlcat Sciences.

Hamilton, J. D., 1984.Time Series Analysis Princeton University Press, New Jersey
MATLABS, 1998. The Language of Technical Computing. Mathswork inc. ltaly.

Mcleod, A. and Sales, P., 1883. Algorithm for Approximate Likelihood Calculation of ARMA and seasonal ARMA Models. Journal
of Applied Statistics 32: 211 - 2190

‘ Priestley, M. B, 1971. Some Notes on the Physical Interpretation of Non Stationary Stochastic Process. Journal of Sound
Vibration 17: 51 - 54

STATISTICA. 1995. Statistica for Windows. Statsoft Inc. Tulsa



