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Summary
Given k gamma populations with unknown scale parameters and known shay¢ parameters, the
problem is to find a procedure for selecting the populations with the ¢ largest « cale parameters.
Exact and asymptotic methods for finding the sample sizes required to satisty the 8%, p¥ -
quirement of Bechhofer (1954) are discussed. The results are applied to the problem of scicei:
ing the populations with the 7 largest scale parameters from & Weibuii distributions with -
known scale parameters and known shape parameters.

Introduction
Let m e n, denote k gamma populations, where the p.d.f. of population 7. may be writier:
® f(x.0)= —-(X a1 op(x0) x>0 a5
0, O p .' . .0

i

It is assumed that the shape parameters a, (>0) are known but the scale parameters 0, are unlcao /n.
The ordered 6 -values and the associated vector are denoted respectively by

0<0,, _<.em <20 <o
and 6 ={0

NE 2] gesvenses

It is not known which population is associated with 6 (i=1,2,.... , k). The ¢ populations
associated with O periry yeereeen , GM are defined as the ¢ "best" populations.

Let Q stand for the parameter space, which is the set of all admissible vectors 6. Fotiowing,
Bechhofer (1954), we partition the parameter space into a "preference-zone" Q (8*) defined by

Q@E*)=1{0:0 /0. >8%>1)} (1.2

k-t+1] Yk-q =

and its complement, the "indifference-zone". Our goal is to select the best ¢ populations based on a

pre-determined sample size n, from population n, (i =1, 2,............ , k). In sections 2 and 3 we
discuss a procedure R for which the probability of a correct selection (cs) satisfies the requirement
P (cs|R)= P* forall © € Q(d%) (1.3)

where P* (1/(1( ) <P* <) and &* are specified in advance by the experimenter. This requirement is
called the (8%, P*) requirement. In section 4 we apply procedure R to the problem of selecting the
best ¢ of £ Weibull distributions.

The indifference-zone formulation considered in this paper has been applied to the normal distri-
bution by several authors among whom are Bechhofer (1954), Bechhofer & Sobel (1954), Bechhofer,
Dunnet & Sobel (1954), Ofosu (1973) Wetherill & Ofosu (1974), Dudewicz & Dalal (1975), Tong
& Wetzell (1979), Hayre & Gittins (1981) and Driessen (1988).

The formulation has also been applied to other distributions by Sobel & Huyett (1957), Barr &
Rizvi (1966), Alam (1971), Feigin & Weissman (1981), Giani (1986) and Mishra (1986). The
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formulation has not yet been applied to the gamma and Weibull distributions. These distributions
have applications in reliability, life testing and fatigue testing. Each of these distributions can also be
regarded as a different generalization of the exponential distribution for a particular value of one of
its parameters. The results of this paper will, therefore, have applications in the above areas.

A minimax solution to the problem considered in this paper has been proposed by Ofosu (1972)
for the case t= 1.

Experimental
The experimenter takes a pre-determined number n, = n, (k, t, 8*, P* ) of independent observations
from population . (i=1, 2, .............. ,k). Let X, denote the mean of the n, observations from ., and
detY, =X /a (i=1,2,.... k). The statistic Y, is sufficient for the parameter 6,. Procedure R is based

on the £ Y-values and is defined as follows:

Procedure R
Select the populations which give rise to the ¢ largest Y - values. Once the sample sizesn, n,, ....... ,
n, are specified, the procedure is completely defined. Our problem is to determine the sample sizes

so that (1.3) is satisfied.

Probability of a correct selection and its infimum over (8%)
Let Y, denote the Y-value from the population with parameter 6 i (i=1,2,..... k) . Acorrect
selection occurs if

min(Y[kuHu, ......... ,Ym) > max(Ym, ......... ,Y[k t])
Thus, the probability of a correct selection using procedure R is given by
P (cs [R) =P {min (Y .,y seeeees ¥ ) > X (Y oo Y b G
Now, the distribution function of Y, is given by
H(y|0,)= 'hx]|6 )dx, (3.2)
where
h(x]6, )= —o — oy /0 )x >0 3.3
(X' [i})_— _9—[.]_F(V,) (ViX ﬁ]) CXP(’ViX m)x ()
and Vv, = na, (34

The family of distribution functions {H(y|6),0<60< o} isastochastically increasing family
of aboslutely continuous distribution functions. Hence by the monotonicity results of the the first
theorem of Mahamunulu (1967), the infimum over Q (8*) of P(cs|R) occurs when

Gm =0y = =0, =0, say (3.5
=0 ., =06%0 3.6)

and forry) e "
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Case (a): Shape parameters known and equal
Ifa=a(i=12,.... , k), we take n observations from each population.
Let .
Q.(k,t)= inf P(s|R) 3.7
0eQ(6*)

Exact expression for Q. (k, ¢). Using (3.5) and (3.6) in (3.1), we obtain the following two equiva-
lent expressions for Q, (k, t).

Qo t)=t] Gk (x6*) {1-Gy(x)}"'g,(x)dx (3.8)
=(k-0f {1-Gy (x/8* }'G, **! (x)g,(x )dx, (3.9)
where
G, (y) = I g, (x) dx (3.10)
— 1 v-1 -X
gy (x) X x>0 G.11)
and Vv = na (312)

For given values of k, t, 8* (8*>1) and P* (1/(* )<P* <1) the required sample size is the
smallest value of n for which Q, (k , t } > P*. The function Q, (k,t) can be evaluated numerically.
For integral values of v, G, (x) can be expressed as

v-i e
G, (x)—l = —J—r—— x>0 (3.13)

while for half integral values of v,
G  erf( Vxe™ v-r o 2ixi-!
v(X) = ef(Vx) =g (3.0;-1

(3.14)

j=1

erf (9 = 7~ 2 [e Ydt, (3.15)
T

and the second term on the right hand side of (3.14) isequalto zerofor v = Y.

where

Table 1 gives values of Q, (k,t) fork=3 andt=1.

Example |

For k =3 gamma populations with unknown scale parameters and a common known shape param-
eter a= ' , the goal is to select the population with the largest scale parameter. We wish to attain a
P(cs) of at least P* = 0.90 when 8 (3 / 8[21 > 8§ * =2 . How many observations must be taken from
each population? Table 1 shows that v = 11 satisfies the requirement (1.3). Hence, from (3.12), na =
=11, giving n = 22 observations from each population.

Asymptotic expression for Q.. (k)
The evaluation of Q, (k, t) becomes increasingly tedious as v increases. The following theorem
gives a normal approximation to Q_(k, 1).
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Theorem 1
For targe values of v, Q,, (k, t) can be approximated by
QO =(k-0] @ (u+1)®*t1 (-u) ¢ (u)du, (3.16)
where ) =+ {2v-1)2} 1nd* = \}{(Zna -1)/2} 1ln &* (3.17)

and & and ¢ refer to the cumulative distribution function and the density function of the
standard normal random variable, respectively.

The proof'is based on the result that ¢ { (2v - 1)/2} In {x7(a0),} (i=1, 2,....., k) are independent
and asymptotically N (0,1) as v—>. The method of proof is similar to that gien by Bartlett &
Kendall (1946) and Ofosu (1975), and is, therefore, omitted.

For large values of v, an approximate sample size can be obtained by equating Q,,(k, t) to P* and
using (3.17) to solve for n. Equation (3.16) is a special case of Equation (5.1) of Desu & Sobel
(1968). Values of A can, therefore, be obtained from their Table 1 for P* = 0.900, 0.950, 0.975,
0.999 and for selected values of k and t.

Itis of interest to investigate the magnitude of the error of approximation and how this error varies
as a function of &* and v for fixed k and t. Table 1 gives values of Q_(k, t) (the first figure in each
cell)and Q,, (K, t) (the second figure in each cell) for k=3 and t=1 and for selected values of v and &*

From Table 1, it appears that the normal approximation can be used with very good results to find
the required sample size. For instance, in Example 1, both the exact and the asymptotic values for
Q(k, t) give the same solution.

Example 2

Given k=7 production processes © (i = 1, 2,........ ,7) such that the life time of components taken
from process 7, are distributed according to the gamma distribution with an unknown scale param-
eter ©, and a known shape parameter a = 4, the problem is to select the t=3 processes with the largest
mean lives. We wish to attain a P(cs) of at least P* = 0.975 when 0 - /6 - 6* = 1.4. How many
observations should be taken from each process?

The mean item life for process 7, is ab, . 1t follows that the problem of selecting the three processes
with the largest mean lives is equivalent to that of selecting the processes associated with the three
largest scale parameters. To find the required sample size, we proceed as follows. We compute

N{(2v-1)/2)} Ind8* =~ {(2na-1)2) } In1.4
and set it equal to 3.9679 (The number 3.9679 is obtained from Desu & Sobel (1968), Table 1,
column headed P* = 0.975, opposite k=7, t=s=3). Solving for n we find that 35 observations from
each production process will meet the requirements.

Case (b): Shape parameters known and unequal

We now consider the case where the shape parameters a are not equal. In this case, even-though
Y, e Y are independent, Y, ..., Y, = arenotalways identically distributed when (3.5) holds
and Y[k_H g 7o Y[k] are also not always identically distributed when (3.6) holds. This makes the
determination of the infimum of P(cs|R) over Q (8*) very difficult. However, it can be seen from

(3.3)and (3.4) that if n, ....., n,_are chosen such that
na =na=..=na (3.18)

then Ym""" Yik"l are identically distributed when (3.5) holds and Y[k_t+ SR Ym are also identi-
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cally distributed when (3.6) holds. This choice is not the most efficient. However, it has an impor-
tant practical advantage, namely, that the results of case (a) then become applicable. We act as if the
k populations have a common known scale parameter and obtain v , the value of v for which

Q,k,t) = P*
where Q,, (k,t) is given by (3.8) or (3.9) when v is small and by (3.16) when v is large. We then
choose n, as the smallest positive integer for which

na=v, (i=1,2,..k). (3.19)

We briefly illustrate with an example.

Example 3
Given k=5 gamma populations with unknown scale parameters and known shape parameters a, =
=3,a =4, a, = Y2 and a =1 the goal is to select the best t=2 populations. We wish to attam a
P(cs) of at least P*“O 95 when 6 m > 1.5. How many observations should be taken from each

population?
Using section 3.1 with k = 5, t =2 and 8* = 1.5 , we see that v_should be chosen to satisfy the

equation
V{(@2v,-1)/2} In 1.5 =3.2805.
The number 3.2805 is obtained from Table 1 of Desu & Sobel (1968). This gives
v = 65.95.
Using this in (3.19), we find thatn, ,n, and n, are given by
2n, —3n ~4n -’/zn =n, = 65.95.
Thus, we select 33, 22, 17, 132 and 66 observanons from populations LM, W, LT, and n, ,
respectively.

Weibull populations with unknown scale parameters and a common known shape parameter
For the Weibull populations under consideration, the p.d.f. associated with population =, is

2 )Y exp{-(x/6,)"% x>0 “4.n
0, 6,

where the 6, (> 0) are the unknown scale parameters and b is the common known shape parameter.
n
We take , Y, as ~ll‘— z Xbij . where X, (=1, 2,.....,n) are independent
=1
observations from T, (i=1,2,....,k) . The statistic Y, is sufficient for the parameter ©,.

Exact and asymptotic expressions for the infimum of P(cs|R) over £ (%)

Since X*_ has the exponential distribution with parameter €° both the c.d.f. and p.d.f of Y, can be
obtained from (3.2) and (3.3) by putting a=1 and replacing 0” by 9"“ The exact and the asymptotlc
expressions of the infimum of P(csR) over Q (6*) for the Weibull case can, therefore, be obtained
from the corresponding expressions for the gamma case by replacing * and v by 6** and n, respec-
tively. Thus, for given values of k, t, 5* and P*, the required sample size is the smallest value of n for

which QW k,t) = p*
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where Q,, (k,t) is given by either of the following equivalent equations
Q, &k =t [;G* (xd*) {1 -G (x)}*' g (x) dx 4.2)
= (k-) [y {1-G, (x/d*)}'G, ! (x)g, (x)dx, (4.3)

where G_(x) is given by (3.13) with v replaced by n and

An asymptotic expression for Q,, (k,t)?s*giz\'gl*ll;y 4
Qua (k, O = (k-0) [7,¢" (utc) ¢4+ (-u) ¢(u) du, (4.5)
where c=v{@2n-1)/2} b Ind* (4.6)

For large values of n, an approximate value of the required sample size can be obtained by equat-
ing Q,,, (k,t) to P* and using (4.6) to solve for n. Table 1 of Desu & Sobel (1968) is again applica-

ble.

Example 4

For k=6 production processes =, (i=1,2,...,6) such that the life times of components taken from
process 7, are distributed according to the Weibull distribution with an unknown scale parameter 6,
and a known shape parameter b=2, the problem is to select the t=2 processes with the largest mean
lives. We wish to attain a P(cs) of at least P* = 0.95 when 9[5] / Bm > 1.3. How many observations

must be taken from each process?

. o . 1 .
The mean item life for process m, is 6, I'(1+ 0y ) . Hence the ¢ processes with the largest mean
lives correspond to the ¢ processes with the largest values of the scale parameter.

To find the required sample size, we compute

c¢=V{(2n-1)/2} bIn &*
=2V {(@2n-1)/2} In 1.3

and set it equal to the c-root of the equation

Qy, (6,2) =0.95,
which, from Table 1 of Desu & Sobel (1968), is equal to 3.4154. Thus, n is given by
2N{(2n-1) 2} In 1.3 =3.4154.

Solving for », we find that 43 observations from each process will meet the requirements.
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TaBLE 1

Values of Q. (k, 1) (top) and Q. (k, 1) (bottom) for the scale parameter problem for gamma distribu-

=rit

tions with known shape parameters; k=3, t=1
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