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Abstract

Positional accuracy in the usage of GPS receiver is one of the major challenges in GPS observations. The propagation of the
GPS signals are interfered by free electrons which are the massive particles in the ionosphere region and results in delays in
the transmission of signals to the Earth. Therefore, the total electron content is a key parameter in mitigating ionospheric
effects on GPS receivers. Many researchers have therefore proposed various models and methods for predicting the total
electron content along the signal path. This paper focuses on the use of two different models for predicting the Vertical Total
Electron Content (VTEC). Artificial Neural Network (ANN) and Adaptive Neuro Fuzzy Inference System (ANFIS)
algorithms have been developed for the prediction of VTEC in the ionosphere.  The developed ANN and ANFIS model gave
Root Mean Square Error (RMSE) of 1.953 and 1.190 respectively.  From the results it can be stated that the ANFIS is more
suitable tool for the prediction of VTEC.
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1 Introduction

The influence of the ionosphere can reduce the
positional accuracy of the GPS receivers especially
at the peak of solar flare activities during which the
density of the electron content in the ionosphere is
high (Kumar and Singh, 2012). It has therefore
been recognised that the ionospheric effect is one
of the largest sources of errors in GPS navigation.
Hence, there is a need to predict VTEC since it aids
in the evaluations of the ionospheric effects on
radio navigation and communication systems. In
line with that, scholars proposed various techniques
to help model and correct the ionospheric effect on
the GPS signals. Notably among them include but
not limited to spherical harmonic functional model,
International Reference Ionosphere (IRI) model,
Klobuchar model and two-dimensional polynomial
ionospheric delay correction model (Hu et al.,
2014).

In recent times, artificial intelligence algorithms
have been proposed and successfully used as
alternative to the aforementioned procedures. ANN
has been one of the most attractive methods of
artificial intelligence for establishing correction
models of ionospheric delay. For instance,
Habarulena et al., (2007) used backpropagation
neural network to establish a VTEC model of a
region comprised of various observations stations.
Hu et al., (2014) proposed a hybrid VTEC
prediction technique of ANN and two-dimensional
polynomial. In Fan et al., (2010) a generalised
regression neural network (GRNN) was utilised to

predict the VTEC. Cander et al., (1998) and Sarma
and Madhu, (2005) used ANNs to predict the
ionospheric layer critical frequency which play a
key role in estimating the parameters of the VTEC.
Ratnam et al., (2012) predicted the VTEC values
over a low latitude GPS stations. In addition to
these studies, there are some other ANN based
ionospheric delay correction found in the literature
(Friedrich et al., 2008; Leandro and Santos, 2007;
Ma et al., 2005; Hernandez-Pajares et al., 1997;
Tulunay et al., 2006). A general observation made
from these ionospheric studies indicate that the
ANNs could serve as plausible alternative
technique to the classical methods for estimating
the VTEC.  Despite the widely use of ANNs in
VTEC prediction, it has been echoed by several
authors that there exist some practical limitations in
terms of the network architecture type, the choice
of training algorithm and its associated parameters
to be used (Fan et al., 2010).

In this study, the adaptive network-based fuzzy
inference system (ANFIS) prediction model
invented by Jang, (1993) was adopted to predict the
VTEC values for the study area. ANFIS is a
Sugeno-type fuzzy inference system in which the
parameters associated with specific membership
functions are computed using either a gradient
descent algorithm or in combination with a least
squares method. It uses a supervised learning
algorithm to optimize parameters of the fuzzy
inference system (Akyilmaz and Arslan, 2008). It is
worth stating that very few studies have applied the
ANFIS technique for VTEC prediction of which
better results have been achieved as compared with
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the ANN (Acharya et al., 2011). Therefore, the
authors see it as an opportunity to investigate the
performance of ANFIS within the area of interest
considered in this study. Hence, the strength and
extent of applicability (see Table 2 and 3) of the
ANFIS by making comparison with the ANN for
Jiangsu Province, China could be ascertained.

2 Resources and Methods Used

2.1 Resources and Study Area

Jiangsu Province is located in the middle of the east
coast of China. It borders Shandong to the north,
Shanghai and Zhejiang to the south and Anhui to
the west (Fig. 1). The province is divided into three
folds; the south (Sunan), the central (Suzhong) and
the north (Subei). It has a coastline of over 1,000
kilometers along the Yellow Sea. Jiangsu is
relatively flat, with most of the province not more
than 50 meters above sea level. The province has a
total surface area of 102, 600 km2.It is the densely
populated province in China with a total population
of 78. 5 million with an average of 771 persons per
km2. The population of the province consists of the
Manchu, Han and other nationalities. The capital of
Jiangsu is Nanjing (Anon., 2017).

Fig. 1 Map of China showing the location of
Jiangsu Provinces (Anon., 2017)

2.2 Methods Used

2.2.1 Artificial neural network (ANN)

A neural network consists of input layer, hidden
layer and output layer as shown in Fig. 2. The input
neuron from the input layer represents some
independent variable that militate the output result.
It is possible to have more than one hidden layer;
however, it does not significantly contribute to the
accuracy of the output result, but can rather help in
the training process (Homan, 2016). Processing of
the data take place through the network before they
finally arrive at the output layer.

Fig. 2 ANN Structure

However, a network first needs to be trained before
interpreting new information. The backpropagation
algorithm provides the most efficient learning
procedure for multilayer neural networks
(Mayilvaganan and Naidu, 2011). In training, the
output (predicted) values are compared to the
measured (true) data and the error between the two
is propagated backwards through the network to
update the weights and biases of the network. In
this study the Levenberg Marquardt algorithm was
used for the weight adaptation and bias. The
hyperbolic and linear function were used in the
hidden and output layer in the training process. A
vector representation of the input and output data is
known as the training pairs. The learning process is
repeated for all the training pairs until the
minimum error of the network is achieved. A total
number of 68 data points were used. Table 1 shows
a sample of the dataset used in this study. The data
set was randomly divided into two parts, 90% for
designing the network and 10 % for testing. Thus,
out of the 68 datasets, 61 was used as training and
7 was used to independently assess the optimum
trained model. In the ANN and ANFIS training, the
latitude and longitude were used as the input data
and the observed VTEC was used in the output
layer. This conforms to the supervised learning
algorithm that was utilized in this study. The
training and testing root mean square error (RMSE)
values were monitored and the architecture that
produced the least RMSE for the test data was
selected as the optimum ANN model. The RMSE
was estimated using Equation 1.

(1)

where N is the number of data points,  y is the
VTEC predicted values and is the VTEC
measured values from the GPS receivers.
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Table 1 Sample of data used for the ANN and
ANFIS formulation

Station
number IPP lat/⁰ IPP long /⁰ Observed/

TECU
13 33.553 115.766 11.172
9 33.756 109.973 10.315

66 33.262 115.781 9.057
20 32.959 113.458 11.667
57 31.202 110.45 13.461
10 32.191 115.787 11.544
12 36.01 112.112 11.172

2.2.2 Adaptive Neuro Fuzzy Inference System
(ANFIS)

ANFIS is a three-layer feed forward network: the
first layer represents input variables, the second
layer is a hidden layer which represents the fuzzy
rules, and the last layer represent the output.
ANFIS uses hybrid training algorithm based on the
combination of least squares estimation and
gradient descent algorithm (Akyilmaz and Kutterer,
2004). The shape of the membership functions is
defined based on the parameters obtained as a
result of the backpropagation algorithm
(Mayilvaganan and Naidu, 2011). These
parameters are known as the premise parameters.
However, in the hybrid training algorithm, the
consequent parameters are derived as a result of the
least squares estimate. The error obtained is
propagated backward and the premise parameters
are updated by the gradient descent algorithm
(Jang, 1993). It must be known that the same
number of training and testing data sets used in the
ANN model was applied in the ANFIS model
development. The ANFIS structure formed is
shown in Fig. 3.

Fig. 3 ANFIS Structure for VTEC Model

3 Results and Discussion

3.1 Results

The test results for the ANN and ANFIS were
compared to determine the technique with higher
degree of prediction accuracy. A number of 10
neural networks gave the best result for the ANN.
With the various ANFIS configurations performed,
28 membership functions with 250 epochs gave the
best result or an acceptable number of parameters
with the smallest RMSE. The number of linear
parameters and nonlinear parameters were 48 and
20 respectively. The total number of nodes for a
given training data set was found to be 57. Table 2
shows the results produced by the ANN and
ANFIS models.

Table 2 Predicted Test Result of the ANN and
ANFIS (units: TECU)

Station
number

Observed ANN ANFIS

13 11.172 11.710 10.000
9 10.315 11.751 9.480

66 9.057 12.114 10.100
20 11.667 10.810 11.400
57 13.461 9.900 11.300
10 11.544 10.405 10.200
12 11.172 11.159 11.600

Statistical analysis was performed on the residuals
generated by the models to determine the best
model for VTEC prediction in the study area. The
criterion used to assess the goodness of fit for the
ANN and ANFIS models was based on the RMSE
and relative error (Equation 2).
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Here, y is the observed VTEC, p is the predicted
VTEC and N is the number of observation. A
Summary statistics on the performance of ANN
and ANFIS is shown in Table 3.

Table 3 Performance Assessment of the ANN
and ANFIS Models

Model
Type RMSE/TECU Relative

Error/TECU
ANN 1.953 14.426
ANFIS 1.190 9.131
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3.2 Discussion

The ANN produced RMSE of 1.953 while 1.190
was given by ANFIS. The obtained RMSE test
results indicate the extent of agreement between the
observed data points and the models’ predicted
VTEC values. Thus, the model with the least
RMSE value had a better fit to the observed data.
On the basis of that, it can be stated that the ANFIS
outperformed the ANN. Therefore, the inference
made here is that the ANFIS technique has
demonstrated a better calibration ability and good
generalisation performance across the entire dataset
than the ANN method. In addition to that, the
ANFIS being a hybrid model uses both the
strengths and weaknesses of ANN and Fuzzy logic
to complement each other. Thus, the approach is
able to combine the ANN and Fuzzy logic function
estimation and nonlinear modelling capabilities.
The superiority of the ANFIS to ANN was further
demonstrated when comparison was made between
their obtained relative error value (Table 3). In
Table 3, the ANFIS had 9.131 TECU while the
ANN produced 14.426. This means that the ANFIS
can predict accurately to about 90.69% of the
observed VTEC value from the GPS while ANN
could predict up to about 85.57%. This can
additionally be viewed from Figs. 4 and 5 where
the degree of variation of the predicted and
observed as well as that of the residuals can clearly
be seen for both ANFIS and ANN respectively.

Fig. 4 ANN and ANFIS predicted VTEC

Fig. 5 ANN and ANFIS predicted VTEC

4 Conclusions

The ionosphere is one of the atmospheric layers
that causes the delay in the signal propagation from
the satellite to the receiver. This ionospheric delay
has been regarded as a major source of error that
influences the performance of GPS receivers.
Scholars have therefore applied several methods to
correct such defect. In this study, a comparison of
two computational intelligent algorithms namely,
ANN and ANFIS have been presented. The
ANFIS-derived results with that of ANN have been
analysed based on the RMSE and relative error.
The overall statistical analyses indicate that the
ANFIS is a suitable tool for the prediction of
VTEC in short-term range. Moreover, the ANFIS is
computationally efficient as it takes shorter time to
complete training compared to the ANN. The study
has also revealed that the ANFIS does not require a
large number of training dataset for an optimal
prediction, whereas a considerable number of
training dataset have to be considered during ANN
training.
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