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Abstract

Computational approaches can be used to detect leakages in water distribution networks. One such approach is the Artificial
Neural Networks (ANNs) technique. The advantage of ANNS is that they are robust and can be used to model complex linear
and non-linear systems without making implicit assumptions. ANNs can be trained to forecast flow dynamics in a water
distribution network. Such flow dynamics can be compared with water demands in a particular district metered area. The
objective of this study was to model flow dynamics in four district metered areas of the City of Harare, Zimbabwe using the
ANNSs technique in an effort to detect systems leakages. A multi-layer feed-forward back-propagation artificial neural network
was used for modelling the flow and simulate water demand using a Matlab Neural Network Toolkit. The difference between
actual water consumed (metered consumption) and the simulated water demand for a district metered area represents the water
leakage in the water distribution network of the district metered area. It was discovered that an ANN could be trained and be
used to forecast flow with up to 99% confidence. Thus, ANNs technique is a flexible and efficient approach to detection of
leakages in water distribution networks.
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1 Introduction

Water resources are under immense pressure due to population explosion and industrialisation. The pressure on water
resources is exacerbated by the fact that water is a finite resource, whose management should be done to ensure that the least of it
is lost. Furthermore, the problem of limited water resources is worsened by water losses in the distribution mains. In developing
countries more than 40% of the treated water is lost as non-revenue water (McKenzie, 1999). Leakage is one such way by which
water is lost from the water distribution network. For the City of Harare, an average of 36% of the total water loss is lost through
leakage. Blantyre water board is losing 72% of the 52% non-revenue water as real losses (Chiipanthenga, 2008; Chipwaila, 2009).
Leakage is a function of pipe age, pipe material type, pressure, soil type as well as pipe laying workmanship. However, pressure
plays a leading role in enhancing leakage. According to Chiipanthenga (2008), by reducing pressure by 20%, leakages were
decreased by 30%. Pressure in any water distribution network is directly related to the flow of water in the network. The
International Water Association (IWA) water loss taskforce proposed four basic leakage management activities for leakage
reduction; which are: (i) pressure management (ii) active leakage control (iii) speed and quality of repair, and (iv) pipeline asset
management, maintenance and renewal (Lambert and McKenzie, 2002). From the leakage management activities pressure
variations play a major role. The rate of leakage in water distribution networks is a function of pressure applied by pumps or by
gravity head (McKenzie, 2001). Maggs (2005) also indicated that the frequency of new pipe bursts is a function of pressure. On
the other hand, Marunga et al. (2006) in studies that were undertaken in Zimbabwe found that a pressure reduction from 80m to
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50m resulted in a 40% reduction in minimum night flows, and that further reductions of pressure resulted in further reduction in
minimum night flows. Research has also shown that pressure is directly related to flow in a water distribution network.

Water loss management has become a key priority for water utilities in many countries. However, water loss management has
not been an easy task for many water managers. This is because of the complex nature of the water distribution networks and
complex water demand dynamics. The complexity of the water distribution networks is worsened by the fact that some networks
are very old and have been altered several times such that the network structures are not understood by the water managers. Thus,
water distribution networks can be very complex systems whose orientation is difficult to model using linear programming. Puust,
et al., (2010) gave a profound overview of different techniques for managing background leakage in distribution systems, as well
as detecting pipe bursts. With the exponential growth of computer power which has allowed easy tackling of ever larger and more
complex problems, computational fluid dynamics has become an established discipline (Ferziger and Peric, 1996). Marunga et al.,
(2006) used EPANET hydraulic modelling software to model pressure distribution for the highest and lowest points in a
distribution system of the City of Mutare, Zimbabwe. Although good results were obtained, the efficiency of EPANET like any
other software depends of the accuracy of the input data. Bakker et al., (2003) developed an algorithm which compared measured
and predicted water demands to detect pipe bursts. The algorithm proved to be able to detect bursts where the water loss exceeds
30% of the average water demand in the area. However, the water loss threshold of 30% was rather too high, hence the need for a
more robust and more efficient approach. Thus, in general, smaller leakages will stay unnoticed for much longer period. To detect
smaller leakages more flow meters should be installed in the distribution network at higher monitoring frequency.

Water utilities rely on water main break prediction models to prioritize the rehabilitation and replacement of their water main
assets. These models typically utilize pipe, trench, and historical break data to predict the break rate of water mains in a network
(Kleiner and Rajani, 2001). A number of statistically-based water main prediction models have been developed in the last 30 years.
The statistical models are developed with historical data on pipe breaks to identify failure patterns, and they extrapolate these
patterns to predict future pipe breaks. Financial costs to repair and replace these water mains are estimated to exceed $1 billion
annually in Canada alone (Tesfamariam et al., 2006). Soft computing models, which are a type of statistical models, also use
historical data to exploit the tolerance of imprecision, uncertainty, and partial truth (Zadeh, 1994). Soft computing includes fuzzy
techniques, artificial neural networks (ANNs), genetic algorithms (GA), and probabilistic and evidential reasoning. ANNs are
mimicry of biological neural systems that recognize and learn patterns through interactions with the environment (Jafar et al.,
2010). ANN models have been applied in a number of engineering research fields (Al-Barqawi and Zayed, 2008). Several
researchers have developed ANN models to predict water main failures (Achim et al., 2007; Ahn et al., 2005, Al-Barqawi and
Zayed, 2008; Jafar et al., 2010 and Asnaashari et al., 2013). ANN models provide a means of analysing the interactions between
static, environmental and operational factors of the water distribution system (Nishiyama and Filion, 2013). Mounce et al., (2003),
Mounce and Machell (2006), Mounce and Boxall (2010) and Mounce et al. (2011) described the application of ANNs combined
with fuzzy logic to evaluate pressure and flow measurements. In Mounce et al. (2011) the application of the system in practise in a
six month test period was described. It was proved that the system was able to detect 7 of 18 reported bursts, where the system
generated a total of 46 alerts. The advantage of ANNs over the traditional approaches is that ANNs have the ability to model linear
and non-linear systems without the need to make assumptions implicitly as in most traditional statistical approaches (Al Shamisi et
al., 2011).

An artificial neural network is composed of a network of neurons and takes the cue from their biological counterparts, in the
manner that neurons being capable of learning can be trained to find solutions, recognise patterns, classify data and even forecast
future events. ANNs have found wide application in simulating very complex relationships and as such found wide application in
modelling water resources management problems including leakage detection, water distribution network optimisation, water
pipeline replacement and rehabilitation, water demand forecasting, and pressure monitoring (Bakker et al., 2003). Such a network
is usually made up of many layers arranged in series, each layer containing one or a group of neurons each of which have the same
pattern of connections to the neurons in the other layer (Shamseldin, 1997). The first and last layers are used for input and output
variables and the intermediate layers are usually connoted as hidden layer which can be one or many, depending on the complexity
of the problem. The weights to the neurons are automatically adjusted by training the network according to a specified learning
rule until it properly simulates the past data or performs the desired test. Mathematical functions, known as neuron transfer
functions, are used to transform the input to output for each neuron. The log-sigmoid transfer function is commonly used for
hidden layer neurons; especially with the back propagation algorithm (The Mathworks Inc., 2002). Back propagation algorithms
are based on multi-layered feed forward topology with supervised learning. In order to train a neural network to perform some
task, the weights of each unit are adjusted in such a way that the error between the desired output and the actual output is reduced.
This process requires that the neural network compute the error derivative of the weights (E). In other words, it must calculate how
the error changes as each weight is increased or decreased slightly. The back propagation algorithm is the most widely used
method for determining E. There is a real number associated with each connection, which is called the weight of the connection. It
is then convenient to represent the pattern of connectivity in the network by a weight matrix W whose elements are the weights in
W. Two types of connections are usually used; the excitatory and inhibitory connection. An optimisation algorithm is used to
select the control input that optimises future performance (Nishimaya and Filion, 2013).

The Multi-layer Perception Neural Network (MLP) is a network in which there is an input layer consisting of nodes that
simply accept the input values. The outputs of neurons in a layer are inputs to neurons in the next layer. The last layer is called the
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output layer. Layers between the input and output layers are known as hidden layers. With the exception of the input neurons, there
are two separate steps involved in the retransformation of inputs to outputs for neurons in a network (Parida et al, 2006).

Step 1.
Each neuron in a layer receives a summation of weighted activations from all neurons in the preceding layer of inputs to the
network. A constant term, usually referred to as neuron threshold value is added to this summation to yield the net input, ¥,.., to
the neuron,;

N
Y, = YW +W, (1)

where N is the total number of neurons in the preceding layer or input array,

Y; is the neuron input received from the i neuron in the preceding layer or input array,

W, is the connection weight or strength of the neuron to an i neuron in the preceding layer or input array, and

W, is the neuron bias/threshold value.
For a linear output, a bias term is equivalent to an intercept in a regression model. A bias term can be treated as a connection
weight from a special unit with a constant value of negative one. Depending on the terminology, whether bias or thresholds are
added or subtracted, the performance of the network may generally not be affected depending on the transfer function.

Step 2.
The second stage entails transformation of the net input, Y., into output, Y,

Y, = f(X) = YW, +W,) 2)

where f (.) denotes the selected neuron transfer function.

There is no rule of thumb on determining the number of hidden layers and neurons in such layers, and thus the design and
comparisons of different network architectures from the same data sets seems the best option in obtaining an optimum network
structure. The strategy of selecting the optimal number of hidden layer(s) is through varying the number of neurons, hidden layers
and training functions.

Despite all the past advances in water distribution systems flow modelling and leakage detection methods, there is still need to
further improve the efficiency and reliability of these methods. There is need to develop new and more effective leakage detection
methodologies. Therefore, due to the shortfalls of other conventional approaches to model complex systems with complex flow
dynamics, ANNSs are the most convenient approaches for such systems. The objective of this study was to model flow dynamics in
a water distribution network using ANNs in order to assess the level of water being lost through leakage. Thus, the purpose of the
work was to explore the capabilities of ANN approaches in simulating flows in water distribution networks for the sake of
detecting systems leakages. In this study four district metered areas (DMAs) of the City of Harare, Zimbabwe were used for
calibration and validation of the model. Flows into the DMA were used as input data for water supply simulations.

2 Study area

A case study of the City of Harare, Zimbabwe was used in this study. Figure 1 shows the location of the City of Harare and
the selected four DMAs. The four DMAs are Budiriro (25 years old), Glenview (36 years old), Belvedere (45 years old) and
Mabelreign (50 years old) respectively, in the order of the age of the water distribution network. The frequency of pipe bursts is
highest in Mabelreign and least in Budiriro. The choice of these areas was based on reliability of water supply to these DMAs. The
four DMAs have about 27 600 connections, serving a population of about 138 300 people. The average volume of water supplied
to the four DMAs is about 2,500,000m® /month. The age of the pipe network ranges between 25 years and 50 years. The water
supply situation for the study area is aggravated by leakages averaging 36% of total water production (City of Harare, 2011).
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Figure 1 Map of Harare showing selected District Metered Areas (Ndunguru, 2012)
3  Methodology
3.1 Data collection and experimental procedure

Information about the water supply and network characteristics was obtained from the City of Harare's water utility, Harare
Water. Water demand was obtained from flow logging campaigns that ran from 22" of April 2012 to the 5™ of May 2012 in all
four DMAs. The flow logging was done over a 24-hour period in 15-minute intervals, meaning that 96 data sets were collected
over 24 hours on each of the days. Therefore over the entire sampling period of 14 days, 1344 data sets were obtained. The data
chosen was divided into three groups, the training group, corresponding to 70% of the data, the validation group representing 15%
and the test group, which corresponds to 15% of data; so that the generalization capacity of network could be checked after the
training phase. Furthermore, Matlab was used as a simulation tool; and the first step was loading the data and visualizing it then
removal of 'abnormal' data was done for training the data. Comprehensive statistical analysis and data characterisation was done to
help identify the boundaries of study domain as well as potential deficiencies in the data sets. The next step was the construction of
training inputs and targets, and pre-processing for training inputs and targets. Then the Neural Network (NN) was constructed and
training of the NN was done. This was followed by the testing of the Network Performance. Finally, the comparison of the
simulated water flow and the actual flow was done followed by computation of the forecast accuracy. The lesser the error, the
more the forecast accuracy. The number of neurons and layers were changed to achieve maximum accuracy and or retaining was
done to obtain the best fit.

3.2 Artificial Neural Network
This study was based on Multi-Layer Perception which was trained and tested using DMA flow data. The objective was to
develop an ANN-based model using flow data generated by flow loggers in selected MDAs in Harare, Zimbabwe.

3.2.1Building the network

In building the network, the designer specified the number of hidden layers, neurons in each layer, transfer function in each
layer, training function, weight/bias learning function, and performance function. The development of optimal network
architecture was done using the graphical user interface of Matlab, and validation of the water flows. Input vectors were placed in
a matrix of concurrent vectors and one output flow variation over a 24-hour period. The five day flow logging data (22 April-26
April 2012) was computed in the following manner:
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(Pt} {Po e {Poty) 3)

where P; is the i" input to the network, and tq is the corresponding target output (Parida et al., 2006) the summarised data is in
Table 2. The outputs were compared with target outputs as the inputs were applied to the network. A learning rule (trainlm
algorithm) was used to adjust the weights and biases to nodes of the network in order to find the optimum network architecture that
could map the input vectors to the target output vectors (i.e. with outputs as close to targets as possible). For the learning
algorithm, the feed-forward back-propagation algorithm was used. Regarding the transfer functions, the log-sigmoidal transfer
function was used. This transfer function is commonly used with the back propagation networks for most of time dependent
problems and also because it is differentiable and gives the network the needed ability to learn and or model non linearity between
input(s) and output(s). The output layer neuron however used purelin transfer function so that the outputs can take any value
between negative and positive infinity meaning that no scalings are needed on the outputs.

3.2.2Training the network

In network building several configurations were tried and the one with the "best" prediction efficiency was chosen to be used
in network training and testing. The weights were adjusted in order to make the actual outputs (predicated) close to the target
(measured) outputs of the network. In this study, flow logging data from one DMA (Budiriro - 22 April-26 April 2012) was used
as input data while flow logging data from another DMA (Belvedere — 22 April 2012) was the target data. The actual outputs
(predicted results) are shown in Table 1.

3.2.3Testing the network

The next step was to test the performance of the developed ANN model. Data from another DMA (Belvedere 22 April — 26
April 2012) was used. In order to evaluate the performance of the developed ANN model quantitatively and verify whether there is
any underlying trend in performance of ANN model, statistical analysis involving the coefficient of determination (R?), and the
root mean square error (RMSE) was conducted. RMSE provides information on the short term performance which is a measure of
the variation of predicated values around the measured data. The lower the RMSE the more accurate is the estimation.

3.3 Leakage detection by comparing measured water supply and predicted water demand

In order to detect leakage a Matlab based algorithm (the optimal ANN model) was developed based on a continuous
comparison between the measured water supply from flow logging data and the predicted water demand in a district metered area.
The predicted water demand was compared with the DMA water consumption (figure obtained from metering), the difference of
which represents water lost. It was assumed that water was lost through leakages and any other means were insignificant.

4  Results and Discussion

Table 1 shows the statistical analysis of the inputs and target data used in the ANN for network training. The table shows
summarised flow logging data for Budiriro and Belvedere in terms of the mean, the maximum and the minimum flows.

Table 1 Statistical data for Budiriro and Belvedere DMAs used in ANN model

Date Mean (m’/h) Max (m’/h) Min (m*/h)
22/04/12 | 336 449 83
(Inputs) 23/04/12 | 195 346 82
Budiriro 24/04/12 | 157 379 81
25/04/12 | 160 432 81
26/04/12 | 207 429 80
22/04/12 | 274 383 29
(Targets) 2304/12 | 200 449 80
Belvedere 24/04/12 157 346 81
25/04/12 | 132 250 48
26/04/12 | 160 387 47

In the case study the prediction algorithm (the optimal network) was run using the original flow logging data (model input
data) and compared with the actually measured data. Table 3 shows the network configurations, network performance, and
prediction accuracy of the network function.
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4.1 Network architecture

After trying several configurations, the optimum network architecture developed was based on one input layer and one hidden
layer with twenty neurons using the training algorithm (trainlm) with early stopping. With early stopping data were divided as 70%
training, 15% validation and 15% testing. To avoid over fitting more data sets were used. The training was stopped when the
validation error increases for some specified and or default number of iterations. The weights and biases at the minimum of the
validation error are returned finally. The network converged after 11 epochs with a mean square error (MSE) of 0.055 for training
the subset. Also, through principal component analysis all the input variables were retained at 0.001confidence level. This gave the
best optimisation of the performance function with the least MSE. The output flow obtained though simulation (by the developed
network) was found to have a very good correlation with the target flow at 0.997.

The mean daily volumes of water into the Budiriro DMA are shown in Table 2. The table shows the 1-20-1 ANN model, the
actual model inputs, the model simulated outputs and a mean percentage prediction deviation of 0.39%. Thus Table 2 shows the
mean value of the modelled flows into the DMA. With a mean simulation efficiency of 99.61%, it can be inferred that the model is
quite efficient in modelling the daily (24 hours) flow dynamics of the water entering the DMA.

Table 2 Network configuration, actual inputs and simulated outputs

Budiriro DMA
Configuration: ANN Model Mean Deviation
1-20-1 0.39%
Date Actual Inputs (m’) | Simulated outputs (m’) % Deviation
22/04/12 15898 15966 0.42
23/04/12 19385 19421 0.19
24/04/12 15402 15349 0.33
25/04/12 19352 19275 0.39
26/04/12 18105 18217 0.62

The mean daily volumes of water entering the Belvedere DMA are shown in Table 3. The simulated outputs deviated from the
mean by 0.36%, thus showing a simulation efficiency of 99.64%

Table 3 Network configuration, actual inputs and simulated outputs

Belvedere DMA
Configuration: ANN Model Mean Deviation
1-20-1 0.36%
Date Actual Inputs (m’) | Simulated outputs (m’) % Deviation
22/04/12 16099 16163 0.40
23/04/12 19619 19668 0.25
24/04/12 26587 26703 0.44
25/04/12 12698 12733 0.28
26/04/12 15201 15268 0.44

Table 4 shows the computation of the leakage detection using simulated water consumption by the Budiriro DMA. The
difference between the simulated water consumption and the actual metered consumption represents the water leakage.

Table 4 Network configuration, actual and simulated demands

Model Configurations MSE R’
1 1-20-1 0.055 0.97
Budiriro DMA
Actual Metered Simulated Water % Difference
Consumption (m°) Consumption (m°)
Figure 3 15073 15966 5.6
Figure 4 19241 19421 0.9
Figure 5 15393 15349 0.3
Figure 6 19834 19275 2.8
Figure 7 18488 18217 1.5

Thus, Table 4 shows an average of 2.2% difference from the actual water consumption (metering value) indicating that 2.2% of
the water supplied to the Budiriro DMA was lost through leakages from 22 April 2012 to 26 April 2012. Figure 3, 4, , 5, 6 and 7
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show the graphs of the actual water demand obtained from flow logging data and the predicted flows obtained from testing the
ANN.
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Table 5 summarises the water actual metered consumption and the simulated water consumption in the Belvedere DMA over the
period 22 April to 26 April 2012.

Table 5 Network configuration, actual metered consumption and simulated water consumption

Model Configurations MSE R’
1 1-20-1 0.055 0.97
Belvedere DMA
Actual Metered Simulated Water % Difference
Consumption (m?) Consumption (m’)

Figure 8 15417 16163 4.6
Figure 9 19241 19668 2.2
Figure 10 26346 26703 1.3
Figure 11 12695 12733 0.3
Figure 12 15074 15268 1.3

Figure 8, 9, 10, 11 and 12 show the actual metered consumption (actual flow) and the simulated water consumption (Simulated
flow) for the Belvedere DMA. The percentage difference between the actual metered consumption and the simulated water

consumption represents the water lost through leakages. Thus over the 5 day period an average of 1.94% of the water supply to the
DMA was lost through leakage.
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Figure 13 shows the graphs of actual water demand versus predicted demand of the City of Harare for the period January 2009
to December 2011. The percentage leakage represents the percentage difference between the actual water consumption (according
to DMA metering) and the predicted water demand according to the developed ANN model. The average actual water
consumption is 16.1 million litres per month and the simulated average water demand is 10.8 million litres per month. The
difference represents an average water leakage of 33%. This leakage result is consistent with the estimated leakage value of 36%
for the City of Harare (City of Harare, 2011).Thus, the developed ANN model for modelling flow into a DMA and the leakage
model (simulated water demand less metered water consumption) are quite effective and efficient tools for water utilities to
understand and assess the water losses in their water distribution networks.
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Figure 13 Percentage leakages from January 2009 to December 2011

5 Conclusions and recommendations

A feed-forward ANN model using back-propagation was developed to simulate flow within four DMAs of the City of Harare.
The results show that an appropriate (99%) simulation accuracy can be achieved using this network. It is therefore concluded that
the neural network approach for modelling flow dynamics is capable of yielding good results and can be considered as an
alternative to traditional flow logging approaches. Furthermore, the developed methodology can be used to detect leakages in the
water distribution networks with good precision. The ANN model is peculiar in that it can detect small leakages of less than 5%.
The developed methodology is compact, adaptable, cost effective and simple to apply. Thus, the weaknesses of the traditional flow
logging approaches entailing data collection costs and time delays as well as data handling errors, are therefore offset. In spite of

the achieved milestone, the work can be further extended to predict pressure dynamics in water distribution networks and hence
background leakages.
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