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Abstract 
 
   An order reduction method has been proposed for reducing the order of the large-scale dynamic systems where denominator 
polynomial determined through Eigen algorithm and numerator polynomial via factor division algorithm. In Eigen algorithm, 
the most dominant Eigen value of both original and reduced order systems remain same. The proposed mixed method confirm 
stability of the reduced model if the original system is stable and has been also compared in quality with other existing model 
order reduction methods.  
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1. Introduction 
 

Any physical system can be transformed into a mathematical model. The mathematical transformation of the system modelling 
often clues to comprehensive description of a procedure in the form of differential equations of high order which are very difficult 
to use either for design or analysis. Hence, it is suitable and sometimes needed to find the options of discovery some new similar 
equation but of lower order type can be considered to reflect the principal characteristics of the original system. Abundant methods 
are accessible in the literature to reduce the order of dynamic systems in frequency and time domain in Mahmoud et al. 1981,  
Mittal et al. 2004, Mukherjee et al. 2005, Mukherjee et al. 1987 etc. Further, some methods have also been recommended by 
merging the features of two dissimilar methods (Vishwakarma et al. 2008, Dolgin et al. 2003, V. Singh et al. 2004). Pal et al. 1995 
proposed pole-clustering method using Inverse distance measure [IDM] criterion and time moment matching. Vishwakarma et al. 
2011 modified the method of Pal et al. 1995 by an iterative method [IM], the complexity with these methods (Pal et al. 1995, 
Vishwakarma et al. 2011) is in selecting poles for the required cluster centre. S. Mukherjee et al. 1996 has suggested an order 
reduction method through Eigen spectrum analysis, where system stiffness and pole centroid of the original system and reduced 
order systems are retained to acquire the reduced order system model. Further, Parmar et al. (2007) has proposed a method by 
combining Eigen spectrum analysis and factor division algorithm to fix the denominator and numerator polynomial respectively. 
Sometimes difficulty with the developed methods (Mukherjee et al. 1996, Parmar et al. 2007) is equalization of system stiffness 
and inclination to turn into non-minimum phase. 

Each method has merit and demerit when applied on a certain dynamic system. Major numbers of methods are offered in the 
literature but no method repetitively gives the best outcomes for all systems. In the proposed work, authors have taken pole 
directly from the Eigen algorithm while the zeros are determined through factor division algorithm to obtain the reduced order 
system. Proposed mixed method diminishes the difficulty of non-minimum phase in the reduced models. An order reduction 
procedure is unassuming and computer leaning.  

 
2.  Statement of the problem 
 

Consider the transfer function of original high order system of the order ''n   is 
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Where )1...,2,1,0( −= niai and )...,2,1,0( nibi = are identified as known scalar quantities. 

Consider the transfer function of the reduced order model of the order ‘k’  is  
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Where )1...,2,1,0( −= kici and )...,2,1,0( kidi = are identified as unknown scalar quantities. 

The prospective of this paper is to develop the reduced order model of form (2) form original high order system (1) such that it 
retains the important features of the original system. 
 
3. Description of the method 
 
   The order reduction procedure has been elaborated through simple steps.  
 
3.1 Determination of Denominators: Reduced order denominator using Eigen algorithm is mentioned in figure 1 with appropriate 
computer oriented algorithm.  
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Figure 1. Eigen Algorithm  

 
3.2 Determination of Numerator: Reduced order numerator using factor division algorithm of T.N. Lucas et al. 1983 is stated 
below.  

The reduced −thk order system function is considered as 
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Where )(sDk  is determined through Eigen algorithm and )(sNk is designed by matching first −k  terms of series expansion 

about 0=s  of )(sGn  and )(sRk . 
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Therefore, reduced order numerator model )(sNk of the )(sRk  
may be given as  
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 This is can be performed with the help of Routh recurrence formula assumed as follows: 
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Therefore, reduced order numerator )(sNk  may be expressed as 
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4. Numerical Examples  
 

Authors have considered three numerical examples from the literature to make sure the algorithm of the proposed method. All 
examples are solved in details to find the second order reduced model. Performance error indices (PEE) i.e. integral of square of 
errors (ISE) as well as integral of absolute error (IAE) have been mentioned in MATLAB environment to show the goodness of 
proposed method.  
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     Where, )(tgij and )(trij are the step responses of high order original system and reduced system respectively. 

Example 1 
   Consider a system of sixth order taken from Mahmoud et al. 1981. 

   13.184.1025.2099.1556.332

18201632
)(

23456

2345

++++++
+++++=

ssssss

sssss
sG

                            
Poles of the system are: ( 10&5,1,5.0,2.0,1.0 −−−−−− ). To find second order system, required poles are calculated using Eigen 
algorithm as shown in Section 3.1. 

 1.01 −=ep  and 68.12 −=ep  

Therefore, denominator for second order reduced model is written as 168.078.1)( 2
2 ++= sssD  

Numerator coefficients are obtained using Section 3.2 as follows  
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So, numerator for second order reduced model is obtained as 
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Finally complete Second order reduced model is obtained as 
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The unit step response for the reduced model i.e., )(2 sR and original model )(sG  is shown in figure 2. Also, error index ISE, 

IAE is calculated between transient portions of reduced order model and original high order model as shown in the Table 1. 

                           

                    Figure 2. Step response for Example 1                                       Figure 3. Step response for Example 2 
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Table I (Comparison of the Proposed Method) 
Reduction Methods Reduced Model  ISE IAE 
Proposed Method 

168.078.1

168.00496.0
)(

22
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+=
ss

s
sR  0.003 0.1396 

Vishwakarma et al. 
2009 12254.16805.100

18
)(

22
++

+=
ss

s
sR  0.843 0.223 

Vishwakarma et al. 
2009  12254.16805.100

18048.100
)(

22
++

+=
ss

s
sR  4.009 22.65 

 
 
Example 2  

Consider a system from Smith et al. (1995) of fourth order as mentioned in transfer function form.  

     240360204362

2400180049628
)(
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23
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Poles are: )6934.01967.1( j±−  and )3576.18033.7( j±−

 

To find second order reduced model, the pole cluster centres are obtained via Eigen algorithm as follows. 

1533.1Re 1 −=ep  and 7554.0Im 1 −=ep  

Using Section 3.1 and Section 3.2, the second order reduced model can be written as 
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s
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The unit step response is plotted in figure 3 for the reduced model and original model also ISE and IAE is calculated between 
transient portion of reduced model and original model as shown in the Table II.    

 
Table II (Comparison of the Proposed Method) 

Reduction Methods                 Reduced Model  ISE IAE 

Proposed Method 
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2.743 3.371 

 
 
Example 3  
 

 Consider a system from Shamash et al. 1975 of an eight-order described as  

           403201095841181246728422449453654636

40320185760222088122664.36380598251418
)(

2345678

234567

++++++++
+++++++=
ssssssss

sssssss
sG  

The poles are: )8,7,6,5,4,3,2,1( −−−−−−−−  To find second order reduced model, the required pole cluster centers are as. 

11 −=ep  and 5.42 −=ep  

Now using Section 3.1 and Section 3.2, the complete reduced order model may be written as. 

5.45.5

5.40097.14
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ss

s
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The unit step responses are plotted in figure 4 for the reduced model and original model, also error index ISE & IAE have been 
determined between the transient portion of reduced model and original model as shown in the Table III. 

Table III (Comparison of the Proposed Method) 
Reduction Methods Reduced Model  ISE IAE 

Proposed Method 
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Parmar et al. 2007 
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Figure 4. Step response of the reduced model and original model for Example 3 

 
5. Conclusions  
 
   The authors have presented a mixed method to reduce the order of original high order system having single input single output 
(SISO) system. In the proposed method, the reduced order denominator polynomial is determined using Eigen algorithm while the 
numerator coefficients are determined via factor division algorithm. The method has been deep-rooted on three existing examples 
taken from the literature. Time response of reduced model and original model are compared graphically and mention in the figure 
2, 3 and 4 respectively. From the above comparisons, it is concluded that the proposed method is efficient, simple, and computer 
oriented also confirmed the stability of the reduced order models, if original high-order model is stable. The proposed method has 
been compared with some existing order reduction methods using performance error indices, i.e. ISE and IAE.  
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