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Abstract

In this paper, load frequency control of an isalateybrid distributive generation (IHDG) followingmsll step load
perturbation is analyzed. A powerful quasi-oppositharmony search algorithm has been used for @atiion of the controller
gains of the studied IHDG model. Performance of esafhthe classical controllers such as integral dtpportional—integral
(PI), integral-derivative (ID) and proportional-egral—derivative (PID) are compared in the presentk. The simulation
results show that better control performance imgiof overshoot and settling time has been achidyedhoosing PID
controller among the other classical controllerasidered (such as I, Pl and ID). Sensitivity analyss also been carried out
for testing the robustness of the PID controller.
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1. Introduction

In recent years, the increasing concerns aleutirnited fossil fuel resources, environmentala@ans and increasing demand of
energy (Sun & Zhang 2012; Bajpai & Dash 2012) aieirty a constantly increasing penetration of reabl® energy sources
(RES) (like wind, tidal, solar, biomass, geothermalvers). And among these, wind power (WP) andrquaver are promising
once. The growing WP penetration is raising duédstetochastic nature, important issues in the atpmr and control of power
systems (Tsili & Papathanassiou 2009). Furtherm@®gnomic attractiveness towards RES has been asede due to
government’s incentives and the deregulation ofgnenarkets to distributed generation (DG) (Saldeirind 2010). One of the
major drawbacks of RES based systems is varialdeuapredictable energy supply, and thus, resultindisturbances to the
consumer (Costet al. 2008), if uncontrolled.

Stand alone electricity may be generated by a RE& such as using solar photovoltaic panels, wimdine generators
(WTG) or micro-hydro plants or by combining any tbese electricity generating sources with diesgjiren generator (DEG)
and/or a storage device. It is called as isolatdgditt DG (IHDG). Loss of a load or generation magd to a rapid decrease in the
system frequencyH) and power ), specially, in an isolated system if the systesnoperated with an insufficient generation
reserve. The systems often include energy storagees for uninterrupted supply. System controéswesed to regulate the whole
system operation. So, optimization technique hasnkapplied to optimize the gains of the controllesed in load frequency
control (LFC).

In recent years, heuristic optimization tecfugis, such as genetic algorithm (Goldberg 198%article swarm
optimization (Kennedy & Eberhart 1995), differiahtevolution (Storn & Price 1995), harmony séafelS) (Geenet al. 2001),
bacteria foraging optimization (Passino 2008yavitational search algorithm (Rashetlial. 2009), seeker optimization
algorithm (Shawet al. 2011), cat swarm optimization (Satteal. 2013), cultural algorithms (Ali et al. 2013) asd on, have
been surfaced in the literature and are being eitely used by the researchers’ pool due to tHekildility, versatility and
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robustness in seeking global optimal solution agchdime to time. These methods present extremerigujty in obtaining the
global optimum and in handling discontinuous and-nonvex objectives.

In this work, HS (Geenet al. 2001) based optimization has been considered, hwisicmuch simpler and more robust
optimization algorithm compared to many otheellwpopular optimization methods proposed tie recent past. HS is a
derivative-free real parameter optimization aldurit It has received motivation from the music inyjisation process where
musicians try to improvise their instruments pitchsearching for a perfect state of harmony. HSridlgn imposes fewer
mathematical requirements and may be easily addptedolving various kinds of engineering optimipat problems. A few
modified variants of HS have been proposedthia literature for enhancing its solution aecy and convergence rate. A
few variant of HS algorithm like global best HS aiighm (Omran & Mahdavi 2008), self-adaptive globakt HS algorithm (Pan
et al. 2010), opposition based HS algorithm (Banergteal. 2014) have been proposed in the literature forinemging
optimization problem. However, in the presemtpgr, quasi-opposition based learning (QOBbhcept is integrated with
the original HS algorithm with an aim to elarate the convergence speed of the basic HSithigorThus, the current study
uses quasi-oppositional harmony search (QOHS) idhgarfor solving frequency and power deviation gdesbs of the studied
power system model.

In view of the above, following are the main objees of the present work

(a) To study the IHDG system behavior and charactesistnd to develop a small signal model of IHDG

(b) To apply QOHS algorithm for optimization of the gmiof different classical controllers such as irakdgl),
proportional-integral (PI), integral-derivative (IDand proportional-integral-derivative (PID) coresied
individually in the studied IHDG model.

(c) To compare the dynamic performances of the diffecentrollers as obtained in (b) in order to finat the best
controller.

(d) To determine the robustness of the obtained bestaiter for this specific application.

2. Power Plant M odeling

The dynamic analysis of the IHDG considers DEG, War@ a storage device (in this case capacitiveggreprage (CES)).
The blade pitch controller installed in the windesend the speed governor of the diesel side iped with classical controllers.
The base capacity of the system is 300 kW (Blea#ti. 1997). DEG helps in maintainirigandP level of the system by providing
cushions for wind power generator, when wind geoeralong with the CES unit fails in providing adede power to the load
demand.

The transfer function diagram of the IHDG, usedthiis study, is shown in Figure 1. This model cassif wind dynamic
model, diesel dynamic model, CES unit, classicaltradler based blade pitch control of WTG and spgedernor of DEG. The
details of all subsystems are explained in Bhattl.e1997; Tripathy & Mishra 1996).

3. Control Strategy

3.1 1 Controller: Often control systems are designed using | cdetrolin this control method, the control systerasia a way
that the control effort is proportional to the igital of the error. If the input goes to zero, thiea integral stops changing and has
whatever value it had just before the input becaere. The integral can change in either directiothe signal goes positive and
negative. Negative area may be subtracted frontiyp@area which, ultimately, lowers the value afiategral.

2.2 PI Controller: The combination of proportional (P) and | controileimportant to increase the speed of the respansd also
to eliminate the steady state erfBy) . The PID controller block is reduced to Pl blocWéithout derivative action, a Pl-control

system is less responsive to real (non-noise) afadively fast alterations in state and so theesyswill be slower to reach set
point and slower to respond to perturbations thaelktuned PID system.

2.3 ID Controller: The combination of | and derivative (D) controllsrimportant to decrease the settling timg) and also to

eliminate theE. ID controller is obtained by reducing PID conlieol The lack of proportional action may make tlystam

slower. This is because proportional action makesdot locus moves to the left from that pole #ngs, time constant becomes
smaller.

2.4 PID Controller: A PID controller is a control loop feedback cotizo widely used in industrial control systems. hi
controller attempts to minimize the error in oupbly adjusting the process control inputs. The Bdbtroller involves three
separate parameters, (P, | and D valu€bese values may be interpreted in terms of timie P controls thepresent error, |

depends on the accumulationpaist errors, and is a prediction ofuture errors) based on current rate of change. The wesiigh
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sum of parameters (P, | and D values) is usedjtestthe process via a control element such apdbk#ion of a damper, a control
valve, or the power supplied to a heating elemtmt e
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Figure 1. Transfer function model of studied IHDG

As used in this paper, the structure of a PID adletr is depicted in Figure 2 and its transfer fimt may be given by (1)
(Zong 2006)

K
Gpip (s) =Kp +?I+SKD @

4, M athematical Problem Formulation

Main focus of the present work is to ensure minig@liation inF andP response profiles of the studied IHDG model. This
may be achieved when minimized oversi{®d;), minimized t,, lesser rising timgt,) and lesserEg of deviation inF

andP response profiles are achieved. The most commges#y objective function is integral of squared eif8E). I1SE is used as
fitness function for the optimization of controligains. Power system configuration, having thetlealsie of ISE, is considered as
the best system configuration (Banengtal. 2014(a)) and this fitness function is defined By (

ISE = [|aF [ dt 2
0

5. Optimization Algorithm

5.1 HS algorithm: The interesting connection between music and tbegss of looking for an optimal solution has ledthe
creation of the HS algorithm. It is a new kind oétarheuristic algorithm mimicking a musicians’ apgeh to finding harmony
while playing music. When musicians try to createne music, they use one or combination of the tpssible methods for
improvisation of the created music, which are dig¥es:

» play the original piece.

» playin a way similar to the original piece.

» play the random notes to creating a piece.
In 2001, Geenet. al. (Geemet. al.2001) proposed the similarities between the musigrévisation processes and finding an
optimal solution to hard problems and formalizeel tree methods as parts of the new optimizatigordhm (the HS algorithm).
These are:

» choosing any one value from the HS memory (defamdchemory considerations).

» choosing an adjacent value of one value from thertd8ory (defined as pitch adjustments).

» choosing totally random value from the possiblegeaof values (defined as randomization).
According to the above concept, the flowchart of &l§orithm is given in Figure 3. So, in the HS altfon, each musical
instrument is represented as a decision varialiie.value of each decision variable is set in thdlai manner that a musician
plays his instrument, contributing to the overalality of the music created and, thus, the nanoeiised as HS.
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5.2 QOBL concept: Opposition-based learning (OBL), originally indteced by Tizhoosh (Tizhoosh 2005), is used to acatd the
convergence rate of different optimization techeguOBL considers current population as well agjifsosite population at the
same time. Researchers have proved that an oppesitédate solution has a better chance to berctosthe global optimum
solution than a random candidate solution (Rahnamay al. 2008). Some of the contributions of OBlthie soft computing field
includes opposition- based ant colony optimizafidaipinget al. 2010), opposition-based gravitational search #lgor (Shaw et

Diesel governor
o1 —
Pitch control
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Figure 2. Structure of PID controller
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Figure 3. Flowchart of HS algorithm

al. 2012), opposition-based biogeography basedmupition (Roy & Mandal 2014) and opposition-basetnfony search
algorithm (Chatterjee et al. 2012). The oppositeiber and opposite point used in OBL have a strdigiward definition as
follows:

5.2.1 Opposite number: It may be defined as the mirror point of the solutfrom the center of the search space and it is
mathematically expressed as:

X’ =a+b-x 3)
where, aandb are the extreme points of the search space.

5.2.2 Opposite point:  If P(xl,xz,...xi,....xd)is a point in d-dimensional search space, its opposite point

oP xf,xg,...,mo,...xé)) may be defined by (4).

X =a +h —%;% O[ab] i=12,..d (4)
However, it is proved that a quasi-opposite nunikeusually, closer than an opposite number tcstiietion (Rahnamayan et al.
2007; Roy & Mandal 2011).
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5.2.3 Quasi opposite number: It may be defined as the number between the centéthe search space and the opposite number.
Mathematically,x“IO may, be expressed by (5).

x%° =rand ib,a+b—x (5)
2

5.2.4Quasi opposite point: The quasi opposite poir@OP(xfo, x30,... x° ,...,xgo)for d-dimensional search space is given by (6).

)(iqozrand(%,ai +q"9j; i=1,2,.....d (6)
5.3 The QOHS algorithm: In this article, QOHS algorithm is considered,dmploying QOBL concept in original HS algorithm.
The implementation steps of QOHS algorithm to sdiheestudied problem of the present work are diesdrbelow.
Step 1. Initial population (P) of the entire individualsgenerated randomly within the upper and lowertBmi
Step 2. Quasi-opposite population (QOP) is created using (6
Step 3. Values of the objective function for all the indivials of the quasi-opposite population set areuaved!.

Step 4. SelectN, (population size) fittest individuals from popudat (P) and quasi-opposite population (QOP).
Step 5. Apply HS algorithm.

Step 6. Feasibility of newly generated solutions are checked the infeasible solutions are replaced byoaty generated
new solutions set.

Step 7. Using jumping rate, quasi-opposite population isegated from the feasible population set.

Step 8. SelectN, fittest individuals from current population ana thuasi-oppositional population.

Step 9. If stopping criteria is satisfied, stop the seguobcess and display the result, else proceedsidonéxt iteration.

6. Result and Analysis

6.1 Performance compression of classical controllers: Classical controllers like I, PI, ID and PID arged in diesel governor and
pitch controller. System dynamics are obtained by considering 10% Isted perturbation. Every controllers are congder
separately and the gains of the controllers aramigetd separately by using the QOHS algorithm. @iler gains of the DEG
governor and pitch controller of WTG are optimidgdusing this QOHS algorithm. The obtained optimeatues of I, PI, ID and
PID controllers are shown in Table 1. Using thegtnaized gains, the dynamic responses for frequemty power are obtained
and these are shown in Figure 4. From this figuienevealed that the response correspondinget®tb controller are better than
the others from the view points of magnitude ofiltettons, peak deviations and settling time.

6.2 Senditivity analysis. Sensitivity analysis is carried out to study tldustness of the optimum PID controllers gains
(Kp, K, andK) obtained at nominal conditions for wide changethe system loading condition (by -20% to +10%)rfrtheir

nominal values. The optimum values of PID contrsligains at different loading conditions are shawrTable 2. Dynamic
responses for each changed condition with theiresponding optimum PID gains and PID gains obtaetedominal condition
are compared and shown in Figure 5 and Figurespexively. Critical examination of frequency armMer responses of Figs. 5—

6 clearly reveals that the responses are moressrdeme. Thus, the optimized values of PID coett®l{controller gains of the
DEG governor and pitcbontroller of WTG) obtained at the nominal loadmfg80% need not to be reset for wide changes in the
system loading.
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Figure 4. Comparision of dynamic response for different dtadscontrollers, (a) deviation of power and (b)vid¢ion of

frequency
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Figure 5. Comparison of dynamic responses as a functioimmaf for 60% loading with optimum PID gains corresgimg to 60%
loading and 80% loading (a) deviation in frequeaod (b) deviation in power

@ (b)
0.061 0.06! . . . .
. . . . : 90% loading with optimum PID gain
90% loading with optimum PID gain corresponding to 80% loading

+ i 0, i L
- 0.04 corresponding to 80% loading 0.04 90% loading with corresponding PID gains
N 90% loading with corresponding PID gains 5
= 0.02r & 0.02¢
= a
< < 0 V\——

0 \/ ——
-0.02¢
-0.02 L 1 1 1 1
0 10 20 30 40 50 0.04 s . . . |
Time (sec) 0 10 20 30 40 50
Time (sec)

Figure 6. Comparison of dynamic responses as a functioimmaf for 90% loading with optimum PID gains corresgimg to 90%
loading and 80% loading (a) deviation in frequeaod (b) deviation in power.

Table 1. Optimize value controller gains

Gain Parameters Type of Controller

I Pl ID PID
Kp pieseL - 99.7455 - 98.7133
K/ bieseL 00.5315 13.2856 21.8244 65.3436
Kb_piEseL - - 98.9133 97.0065
Kp winp - 00.0404 - 05.0764
K\ wino 00.2984 00.2824 05.4489 00.0100
Kb winp - - 17.1565 32.1653

Table 2. Optimized value of PID gains at different loadoanditions

Gain Parameters Loading

+5% -5% +15% -15%
Kp pieseL 90.497 91.598 98.077 88.195
K\ bieseL 84.381 94.246 41.618 89.132
Kb pieseL 7.1594 5.1141 0.4292 5.7451
Kp winD 2.2728 0.2011 4.8567 0.3793
K1 winp 1.0932 0.3666 0.0525 0.8495
Kb winp 5.3238 9.4132 0.0013 8.4513

7. Conclusion
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A simplified model of an IHDG model has been depeld for its frequency and power deviation perforogaanalysis. All the
controller gains are optimized by QOHS algorithntagSical controllers such as I, PI, ID and PID iadbvidually, considered in
the studied IHDG model and their performances amapared. Among all the responses obtained, it senked that QOHS
optimized PID controller is the classical controNehose performance characteristics is betterterms of rise time, settling
time, oscillations and overshoot for both frequerand power deviation than other controllers foe tstudied IHDG
configuration. From sensitivity analysis it is al®vealed that there is no need for restating timroller values for wide changes
in system loading conditions.
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