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Abstract 
 
   Data mining, which has different uses such as text mining and web mining, is especially used for clustering and classification 
purposes. In this study, this method was used for both classification and text mining. The aim of the study was the assessment of 
the performances of the data mining algorithms on the three datasets. A total of 6631 master's and doctoral dissertations written 
in the field of industrial engineering were downloaded from the Higher Education Council database. With the help of summary, 
subject titles and keywords of these dissertations, it was tried to be guessed which sub-field of industrial engineering it belongs 
to using WEKA program. As a result, it was observed that the data set containing the keywords obtained by weighting the expert 
opinion was more successful than the other two data sets. And the three most successful classification algorithms were found to 
be kNN, SMO, and J48, respectively.  
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1. Introduction 
 
   It is a widely accepted fact that the importance of data mining is increasing day by day and this technique is used in different 
sectors and for various purposes such as making predictions in the financial field, diagnosing diseases in the field of health, 
determining the credit card thefts in online payments, and identifying the target audience in the field of marketing (Patil & 
Sherekar, 2013).  Additionally, data mining has been useful in the field of education (Kabakchieva, 2013). Since the main purpose 
of data mining is to extract meaningful information from a data stack, in this way, the methods of estimating, defining, and 
establishing the association rule from data mining are utilized.  
    In this study, the classification method of data mining is discussed. As can be understood from its name, “classification” is to 
divide the available data in line with the purpose of the study and to separate them into new categories. Classification methods are 
made with different algorithms. The most widely used algorithms in the literature are as follows: Decision Tree, Artificial Neural 
Network (ANN), Support Vector Machine (SVM), Logistic Regression (LR), Discriminate Analysis (DA), Rule Based System and 
Bayesian Belief Networks and, Multilayer Perceptron Classifier (MLP), Sequential Minimal Optimization (SMO), J48.   
According to the literature, the performance of these algorithms varies and it is observed that different algorithms have different 
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results on different data sets (Labib & Rayed, 2020). Traditionally, the evaluations of algorithms in terms of space and time are in 
the secondary plan (Patil & Sherekar, 2013). Instead, the number of classes that the classifying algorithms classify correctly is 
more important. Because the correct classification rates of algorithms are taken into consideration in the literature. However, there 
is confusion as the evaluations are based on users. For example, decision trees are preferred instead of using neural network 
algorithms in classification. In some cases, neural networks give lower classification errors than decision trees. However, it is seen 
that neural networks require more time for training (Arora & Suman, 2012).  
   In the studies conducted, it is seen that the performance of the classifiers differs on the same data set in the classification process. 
The reasons that algorithms perform differently in different studies are the quality and quantity of the data set in which they are 
used. For example, according to (Dogan & Tanrikulu, 2013), the success rate of the classifier was affected by all features of the 
data set and applications such as PCA (principal component analysis). However, discretization did not have an impact on the 
success rate of classification. 
   Minaei-Bidgoli et al. (2003) observed the following in their studies using data mining method in the field of web-based learning: 
They observed that the performances of different algorithms changed according to the number of 2, 3 and 9 classes (Quadratic 
Bayesian classifier nearest neighbor (I-NN), K-Nearest Neighbor (K-NN), Parzen-Window, Multilayer Perceptron (MLP), and 
Decision Tree). It was revealed that as the number of classes increased, the performance rates of the algorithms decreased. This 
situation is called “multi-class problem” in the literature and recently, there is a growing attention on that problem for precise 
labelling of the groups especially as the number of classes increases (Singh & Singh, 2019). In case of pattern recognition such as 
face and image detection or finger pointing identification, multi-class problem has been faced (Rocha and Goldenstein, 2014). It 
has crucial importance on making decisions in many situations due to the inevitable results which can have some harmful effects 
on humans such as in the early detected stages of cancer. In the correct diagnosis of a disease, it is vital to make a decision based 
on the available data. Unfortunately, wrong analysis may lead to irreversible wrong decisions.  
   In diagnosing the presence of some diseases, certain distinct features (for example, the presence of a substance in the blood) may 
be sufficient to recognize that disease, while a few features may not be sufficient to determine the types of some diseases, and in 
this case, it is necessary to look at many features in order to decide which type of the disease in question. It may be necessary to 
evaluate. Therefore, more features may be required for the correct decision of different number of disease types, but in this case, 
decision may be more difficult. Thus, it is important to put the attributes in the right class of disease so that the diagnosis would be 
correct. The used classifier should predict the sorts of diseases in the right way regardless of the high number of classes. Some 
weak single classifier such as Linear Discriminant Analysis does not perform well on multi-classes classification without hybrid 
method (Rocha and Goldenstein, 2014). On the other hand, the complexity of the classification technique can rise because training 
samples can have many redundant and noisy data which has a negative effect on the quality of data (Singh & Singh, 2019). That is 
why it is important to choose the right classifier for diagnosing a disease as well as in other fields. This study, in this context, gives 
a perspective on the performance of the above mentioned classifiers that run under multi-class classification problems.   
    The purpose of this study is to observe how the performance of different algorithms changes according to different data sets on 
the same subject. The data of this research is taken from the study that determined the most appropriate category among the 20 
categories previously determined by experts according to the subject, summary and keywords of theses in the field of industrial 
engineering.  
    In this study, kNN, J48, SMO and Naive Bayes, NBM, BAGGING and JRIP are selected as classification algorithms. The 
difference and specificity of the studies in the field of text mining vary according to the study. However, the type, size, and method 
of preparing the data set which is the most important factor in such studies can change the results of the study. The fact that the 
data sets are different, real and large reveals the importance of this study. For this reason, it guides the researchers working in the 
field of data mining in this direction. Also, knowing which algorithm performs best will make it easier for the researchers to 
choose. When algorithms are compared in the studies on data mining in general, while taking into consideration the data sets and 
algorithm types, very few studies have been encountered by considering the high number of classes with a great data. Having class 
number as 20 in this study also adds originality to this study. 
 
2.  Classification Algorithms 
 
2.1 kNN (k-nearest neighbors classifier): The k-Nearest Neighbor algorithm is a supervised algorithm and is used in statistical 
prediction method and pattern recognition. The goal of this algorithm is to classify the objects according to the majority of the 
neighbors closest to it. In this model space, k is a positive integer indicating the number of neighbors and can never be larger than 
the data set (Arbain & Balakrishnan, 2019). When k = 1, unknown samples in the model space are assigned to the class of the 
training sample closest to it (Rajamohana et al., 2018). The accuracy of the kNN algorithm is influenced by the magnitude of k 
because the large value of k reduces the effect of the noise variable in the classification and makes the boundaries between the 
classes less visible (Kabakchieva, 2013).  
 
2.2 Sequential minimal optimization (SMO): SMO is a new, fast, and easy algorithm proposed for training Support Vector 
machines (SVMs). And the purpose of this algorithm is to generate a quadratic optimization problem to solve. SMO requires a 
series of small quadratic programming problems that differ from large quadratic problems (Rajamohana et al., 2018). 
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2.3 Naive Bayes classifier: Bayesian classifiers are popular classification algorithms because of their ease, efficiency in computer, 
fast training and success in real world problems and high accuracy in many areas (Kabakchieva, 2013). The Naive Bayes 
algorithm is a statistical classification technique and its classes take into account the possibilities they belong to. This classifier is 
based on calculating frequencies with a series of possibilities on the given data set. Naive Bayes classification algorithm is based 
on total probability and Bayes theorem. Theoretically, several Naive Bayes algorithms have been developed. 
 
2.4 Decision tree algorithm J48: Decision trees are powerful classification algorithms (Menaka & Kesavaraj, 2019) defining the 
relationships between qualities and the relative importance of quality (Kabakchieva, 2013). These algorithms are advantageous 
because of the easy understanding and interpretation of the displayed rules and complex data preparation is not required. Also, 
these algorithms perform well in numerical and categorical data (Kabakchieva, 2013). 
 
2.5 Rule learners: Two classifiers are considered in this algorithm. OneR is a single-level decision tree, all expressed in a set of 
rules that test a certain quality. It is a simple and inexpensive method and generally produces good rules with high accuracy in 
defining the structure of the data. This classifier is based on comparison with others. And it shows the predictive power of certain 
qualities. The Jrip classifier uses the RIPPER (Repeated Incremental Pruning to Produce Error Reduction) algorithm 
(Kabakchieva, 2013).  
 
2.6 Bagging: Bagging is a holistic method used to improve the accuracy of the algorithm. Bagging parallels the approach with 
multiple classifiers in estimation. The result of each class is passed through a selection process (Rajamohana et al., 2018).  
 
2.7 Random forest: Defined as a decision trees forest consisting of random and different tree loaded algorithms, this algorithm 
creates a collection of methods that make up a whole. It is best evaluated from multiple decision trees and chosen by the majority. 
It is considered one of the most powerful algorithms. It shows high performance in both classification and regression, but over-
fitting is the main problem of this algorithm (Arbain & Balakrishnan, 2019).  
 
3. Review of Literature 
 
   There are different results in terms of the performance of classification algorithms in data mining. For example, (Patil & 
Sherekar, 2013) compared algorithms using a confusing matrix on a dataset to evaluate the accuracy performance of Naive Bayes 
and J48 algorithms. As a result, they found that J48 showed better results (Kabakchieva, 2013). On the other hand, they 
categorized the students in five classes in order to examine their performance before and during the university education period 
(Kabakchieva, 2013). They utilized the Common Decision Tree Algorithm C4.5 (J48), NaiveBayes, BayesNet, Nearest Neighbor 
Algorithm (kNN), and two rule learners (OneR and JRip) algorithms for this. According to the author, the best performing 
algorithm is J48, followed by the JRip and kNN classifier while the lowest one was Bayesian algorithms with the accuracy rates 
below 70%.  
   Arbain & Balakrishnan (2019) compared Logistic Regression, Random Forest, K-Nearest Neighbor (kNN), and Artificial Neural 
Network algorithms that they used to predict liver disease and they observed that the algorithm with the highest accuracy rate was 
the kNN algorithm. They also found that the Random Forest algorithm was not suitable for their own work, although its 
performance seemed appropriate. Rajamohana et al. (2018) used Naive Bayes, Random Forest, Bagging, and Multiboost 
classification algorithms for the early diagnosis of ASD disease. They determined that the algorithm reaching the highest accuracy 
rate was Multiboost with a 93.18% accuracy rate. These authors also benefited from the SMO and IBK (K-Nearest Neighbors 
Classifier) algorithms in choosing the most appropriate recommendation system to be developed against two types of tumors 
(benign or malignant) in breast cancer and to support doctors in their decision making. As a result, they decided that the algorithm 
with the best performance was SMO (Arora & Suman, 2012), on the other hand, compared J48 and MLP algorithms in five 
different data sets and sample sizes, and found that MLP was the best performer on all five data sets. 
   Kaya Keleş (2019), moreover, utilized the classification algorithms of data mining through the antenna information of cancer 
disease to determine whether the tumor existed. The study resulted that five top algorithms of data mining were Random Forest, 
Random Committee, Bagging, SimpleCART, and IBK, respectively. In a study that aimed to predict the diagnosis of Chronic 
Kidney Disease (CKD) according to their symptomps whether it was acute or chronic, they conducted the following algorithms to 
classify the CKD: ZeroR, Rule Induction, SVM, Naïve Bayes, Decision Tree, Decision Stump, k-NN, and Regression. They found 
that all of the classifiers had more than 90% accuracy rate apart from ZeroR and the best classifier was regression (Saringat et al., 
2019). Arboleda (2019) used the 22 classification algorithms to sort four attributes of green coffee beans into three sort of its 
namely liberica, robusta, and excelsa. The result of the study showed that the Coarse Tree Algorithm (Coarse kNN) performed the 
best algorithm with the accuracy rate of 94.1 percent and 18 of 22 algorithms showed more than 90 percent accuracy. (Arboleda, 
2019) also stated that it was worth to examine the data mining algorithms under a larger number of samples for verifying the 
relationship between the data size and accurate classification.  
   Mohammadi et al. (2020) ran five data mining algorithms (ANN, Bayesian Network, DA, LR, and SVM) to classify the 
companies in two groups (fraudulent and non-fraudulent companies) in their study about detecting financial statement fraud and 
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according to them, the best detecting algorithms was artificial neural network among the others. Labib and Rayed (2020) aimed to 
detect the most common type of cancer in childhood called Leukemia, in Egypt. For that, they used the three data mining 
algorithms (Decision Tree, Naïve Bayes, and Random Forest) in different classes to find the main risk factors (such as 
demographic, social, lifestyle, and environmental factors) of that disease. The class number was 18 and the result revealed that the 
most accurate algorithm was the decision tree. 
   Riri et al. (2020) used the classification algorithms on 1207 images of 98 different patients for recognition of orthodontic images. 
Firstly, they classified sixteen classes of orthodontic images such as extra-oral, mould, and intra-oral images by extracting features. 
For each image of three, they used one algorithm. Then, they merged the algorithms used to see the whole picture of all classes of 
orthodontic images. They used the Local Binary Pattern (LBP) to gain information and classified LBP with the classifiers 
Quadratic SVM, Cubic SVM, Radial Basis Function (RBF) SVM, Cosine k-NN, Euclidian kNN, and LDA. They finally 
implemented the principal component analysis (PCA) algorithm for optimization of the noisy parameters. Apart from Euclidian 
kNN, they found that the accuracy of the remained classifiers was high.  
 
4. Method 
 
4.1 Determination of sample and sample number: The sample of the study consists of 6631 industrial engineering thesis and 
dissertations, which were added to the Higher Education Council database between 1975 and 2018. Considering that the number of 
samples is infinite; 
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   As a result, it is sufficient to know which topic and/or topic titles of 94 dissertations are under the correct functioning of the 
system. In this study, 6631 dissertations were downloaded and 400 of these dissertations were considered as training sets. For these 
400 dissertations, datasets consisting of a sufficient amount of dissertations were prepared in three different ways by determining 
which topic and/or subject titles to be under by referring to expert opinions. 
 
4.2 Determination of the word vector space: Text mining was used to determine the word vector space. In this study, three separate 
word vector spaces were prepared for three sets of training data. The objects in vector spaces were defined in the vector structure 
and the properties of these objects formed the axes of the vector space. Thanks to the positions of these vectors, the proximity of 
objects to each other could be calculated. Different methods were used in the preparation of the vector space model. For example, 
it can be seen that it is critical that a word must pass in a certain document, and it is considered important that the word fully 
complies with the subject of that document. According to the researches, it was stated that TF-IDF method was the most effective 
method in creating word space (Noh et al., 2015). This method measures the state of the word being related to the relevant 
document, that is, the determination and frequency of the word. TF shows the term frequency, that is, how many times the term 
has passed in the relevant document. However, TF cannot measure the words in the document that are not related to the high 
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frequency document. Therefore, the concept of IDF (inverse document frequency) was not introduced. And this dealt with the 
frequency of terms that were rarely found in all documents in the total (Usui et al., 2007). For this reason, this method was used 
directly in the preparation of the training sets of this study. However, the expert opinion of the V1 training set was also effective in 
weighting the words. For example, the frequency value of a word indicates the importance of that word. For example, if a keyword 
never exists in the summary, the importance of that word is considered to be zero. This takes a 20 = 1 weighted value. However, if 
it has some degree of significance, the significance level of this word is taken as 21 = 2. If the keyword is two words, then the 
significance of this keyword is 22 = 4. If the expert opinion argues that this keyword is suitable for this thesis, the significance of 
this word is determined as 23 = 8. The importance of expert opinion in weighting the keywords made a difference in this way. 
Other details of the study's datasets are given below.  
 
4.2.1 First training kit V1: Expert opinion was used in this training set. On the text mining studies in the literature, it can be seen 
that, in general, keywords are decided according to whether the text belongs to a predetermined class or classes. And this is the 
final result of text mining. However, in this study, these classes determined with text-mining will be reclassified later with 
classification algorithms. Therefore, it is seen as a pre-processing step in determining the correct categories before classification. 
The reason for this can be determined in which category of industrial engineering will be evaluated with the help of experts, topics, 
summary, and keywords of thesis studies. Thus, it is thought that better results can be obtained in cases where the machine will be 
insufficient. For example, a word can be included in more than one workspace. Therefore, the experience and intuition of the 
expert industrial engineer are vital in this case. Only in this way, it is possible to evaluate the working areas in an integrity.  
   For this purpose, a web application was prepared and 10% of the dissertations downloaded were presented to expert opinions. 
The data obtained here were also used in the system as a training data set. And it was also listed in the subject headings in the 
prepared web application. The words and/or word groups entered into the system were included in all three data sets as expert 
suggestions of these dissertations. A platform called “Thesis Portal” was created in order to reflect the expert opinions about the 
dissertations that were registered to the program more easily. In this way, it was aimed to contribute to the database by receiving 
the opinions of the experts on the subject and keywords based on the thesis content. 
   In the preparation of training sets, vector space was positioned as the training set, control set, and prediction set. As vectors of 
words from the first training set (V1) [3156,400], [3156,1600], [3156,6631] 3 files with the extension ".arff" were created. 
 
4.2.2 Second training set V2: This training set consists of keywords included in thesis, determined by students and academics. As 
vectors of words from this training set (V2) [3582,400], [3582,1600], [3582,6631] 3 files with the extension ".arff" were created. 
 
4.2.3 Third training set V3: This training set includes all the topics of the thesis title, thesis summary, thesis keywords. The data in 
this training set were determined according to the frequency and weight scores of the words. As vectors of words from the third 
training set (V3) [5272,400], [5272,1600], [5272,6631] 3 files with the extension ".arff" were created. 
 
4.2 Methodology: A total of 6631 master's and doctoral dissertations, which were written under the umbrella of industrial 
engineering between 1975-2018, were downloaded from the relevant data source. And they underwent data cleaning before the 
classification. These operations can be listed as eliminating the stop words, cleaning the spaces in the word and number and 
punctuation, reducing the words to the roots in line with the Zemberek library.  
   Moreover, the dissertations included in the study were classified with the trained “Naive Bayes” algorithm. Then, these data 
were analyzed on all 3 data sets of dissertations using "BAGGING", "J48", "JRIP", "kNN", "NB", "NBM", "SMO" algorithms that 
come as a package in the "Weka" program. Based on this, 21 different classification results were transferred to the database. At the 
stage of testing the validity of the algorithm on the control set, the dissertations classified were compared with the control set. As a 
result of the comparison process, recall values were calculated and stored in the system. In addition to the results transferred to the 
database, the operating times and accuracy rates of the algorithms were also recorded. The results obtained in the "Weka" program 
achieved a coefficient in direct proportion to the accuracy rates of each algorithm. And by taking the weighted average of these 
coefficients, the classes of dissertations were determined. 
 
5. Results and discussion 
 
   As a result of the classification, the subject titles of the dissertations in the field of industrial engineering were estimated and 
compared with each other according to the data sets created. 
 
5.1 Comparing data sets: Analyzes were made on 3 different data sets. The graphic presented in Figure 1 was prepared according 
to the average of the results of 8 algorithms that operate on data sets. 
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Figure 1. Average accuracy results by data sets 
 
   Figure 1 shows the average accuracy results of the data sets according to the algorithms used. As can be seen from the graphic, 
the V1 dataset gave the most accurate result in all algorithms run on average. The V3 dataset also showed almost the same 
performance as the V1 training set. In addition, when the results are examined, it is seen that the data set that has the least impact 
on the algorithms is V2. One reason for the low ranking of the V2 data set may be the keywords that the students who prepared the 
thesis study stated in their thesis studies. Because the technical terms written in these keyword fields may show specific fields, 
possibly preventing the algorithms being run from simulating.  
   The datasets were also compared in terms of speed and the average time graph in analyzing the datasets given in Figure 2 below, 
in seconds (s).  
 

 

Figure 2. Average time graph by data sets 

 
   As seen in the graphic in Figure 2, when the data sets on which the algorithms are run were examined on a time basis, the data 
set that requires the most time was the V1 data set with 296.65 seconds, while the data set that required the least time was the V2 
data set with 112.62 seconds. Reasons for this include that V1 and V3 datasets were higher in number than V2 datasets in terms of 
vector space. Another possible reason for the difference that can be seen on the results was due to the fact that the algorithms were 
run one after the other on the datasets, creating a fluctuating effect on the times in terms of both processor and memory density. 
 
5.2 Comparison of algorithms: In this study, the accuracy rates of the algorithms run on each data set are shown in Table 1 below. 
As a result of the study, 7 algorithms were run on each data set and 21 different results were obtained. However, COUNT and 
SUM algorithms were calculated by taking the average of all 21 different results. The item shown with "V123" in Table 1 means 
that all three data sets were analyzed together. By taking the arithmetic average of these 21 results, COUNT and the geometric 
average of the SUM algorithm were created. In this way, for example, the effect of the accuracy rates of each result was reflected 
in the SUM algorithm. Apart from these algorithms, a Bayes-based algorithm named MYNaiveBayes (MYNB) was also developed 
to be compared with other Bayes algorithms.  
 

Table 1. Accuracy rates of algorithms on datasets 
  BAGGING J48 JRIP kNN MYNB NB NBM SMO SUM  COUNT AVERAGE 

V123         0,82 0,82 0,82 
V1 0,66 0,75 0,56 0,84 0,51 0,71 0,68 0,84   0,69 
V3 0,66 0,75 0,53 0,84 0,34 0,71 0,68 0,84   0,67 
V2 0,56 0,63 0,32 0,83 0,59 0,49 0,59 0,72   0,59 

AVERAGE 0,63 0,71 0,47 0,84 0,48 0,64 0,65 0,80 0,82 0,82 0,65 
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    As can be seen from Table 1, in this study, it was observed that the algorithms run on V1 and V3 datasets gave close results. In 
addition, the results of the algorithms run on the V2 dataset showed lower results than the other two datasets. Also, when the 
averages of success are taken into account on 3 different data sets, it is seen that the kNN algorithm took the first place with a 
success of 0.83. At the same time, this algorithm had the highest success performance on all three data sets.  
   On average, algorithms with second and third performance on three data sets were observed as SUM and COUNT. This means 
that the algorithms produced substantially the same correct results on any thesis. It is seen that the most successful algorithms 
except for the kNN algorithm, where the performance of performance shown on each data set is highest, are SMO and J48, 
respectively. In the literature, it is seen that J48 algorithm is more successful than many algorithms. However, in this study, the 
SMO algorithm performed more than J48. One reason for this may be the size of the data available. Because for (Rajamohana et 
al., 2018) since the amount of space required for the training set is linear, SMO can deal with large data sets. In various test 
problems, SMO is somewhere between linear and quadratic in the training set size because it avoids matrix calculations and SMO 
is the fastest algorithm for linear SVMs and sparse data sets. 
    Another result seen in the table is that the “Naive Bayes” algorithm and/or “Naive Bayes” based algorithms performed between 
48% and 66%. The algorithm named MYNB, on the other hand, showed a calculated "Naive Bayes" algorithm in this study. In 
addition, it is seen that the “JRIP” algorithm, which was run on the V2 algorithm with the accuracy rate of approximately 32%, 
showed the lowest performance. While the accuracy rate of the NB algorithm, which is used frequently in literature research, was 
about 64%, the average accuracy rate of the MNB algorithm was calculated as 65%. The reasons for this can be based on the 
studies of Altintas (2014) and Reiten (2017). For them, algorithms such as “Naive Bayes” give approximately the same results on 
datasets that can be called insufficient, because, as a result of the operation of the related algorithm, there is an increase and 
decrease in the rates by returning the similarity rate as the output and this affects the result of the algorithm in certain rates. 
   The results of this study differ from the study of (Kabakchieva, 2013) because in her study, J48 algorithm was more successful 
than kNN. However, in this study and in the study of (Arbain & Balakrishnan, 2019) kNN performed as the best. One reason for 
this difference can be related to the size of the data set used because the J48 algorithm performed well on large data sets, especially 
when the number of attributes was high, the tree would grow bigger and would require a lot of time for calculation (Ozer, 2008). In 
addition, this study is similar to that of (Rajamohana et al., 2018). According to them, SMO and kNN showed the best 
performance. From this point of view, SMO can be a good alternative when it comes to big data sets. The kNN algorithm performs 
better than the INN algorithm when the number of classes is two on the same data set. When the number of classes was 9 (Kaya 
Keleş, 2019), it performed lower than this algorithm. Similarly, when the number of classes was two, the Bayes algorithm and INN 
algorithm showed almost par with performance. However, when the number of classes was 9  (Kaya Keleş, 2019), Bayes lagged 
far behind in terms of performance (Minaei-Bidgoli et al., 2003).  
   This results diverges from the study of (Horak et al., 2017). Their study about the detection of license plate in gallery with 535 
images of different vehicles resulted that the Naïve Bayes Multivariate algorithm had high accuracy of the value of 99.8%. kNN is 
a nonparametric classification method that is theoretically not based on a mathematical density function model (Güney & Atasoy, 
2012) and even though it could show bias variance when the sample size is limited, (Zhang et al., 2006) listed some advantages of 
the kNN. One of them is that it does not require certain structure of an attribute space and is capable of coping with highly 
multiclass nature of visual object recognition easily. Additionally, as the sample size approaches to infinity, the error rate of kNN 
treats as Bayes optimal classifier. The sample size plays role in the correctness of decision for the defining classes. In the case of 
multi- class decision, the classification method could be more important than the binary ones. As for kNN, the performance of 
multi label-kNN differ from various values of k (number of neighbors). To handle multi-class classification problems, some 
authors suggested to extend the algorithms (Zhang & Zhou, 2005) or hybrid models (Zhang et al., 2006), or feature manipulation 
technique (Jia & Zhang, 2020) to give better solution for prediction. Additionally, there are some studies that show that kNN based 
on the decision tree structure increased the success rate of kNN (Güney & Atasoy, 2012). In this study, kNN algorithm individual 
performed well on different but sufficient size datasets for categorizing 20 classes with the success rate of 84 %, while (Güney & 
Atasoy, 2012) achieved the success rate 96% of kNN with decision structure on the insufficient data size.  As a result, the high 
number of classes could increase the sensitivity of the algorithm and more accurate results can be encountered. 
 
6. Conclusions  
 
   In this study, seven different algorithms were run on three different data sets. It was revealed that the most successful data set 
was V1, that is, the data set in which expert opinions were taken. It was observed that the V3 data set was also very successful 
compared to the V 'set. From this point of view, getting expert opinion as a support for machine learning may have more accurate 
results. Another result of this study is that kNN was the most successful algorithm among the related classification algorithms. 
And following this, it is seen that the SMO and J48 algorithms ranked. The absence of K-Fold Cross-Validation was a limitation of 
this study. Because of the large size of the data set and the number of classes, this verification method was not found suitable 
because it slowed down the system and occupied a lot of space. In addition, the high number of classes can cause accuracy rates to 
reduce. When the number of classes is less, it can be thought that these algorithms studied will show more accuracy. In the study, 
the word count of all thesis abstracts was not taken into consideration. In later studies, this study should be done by taking into 
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account the length of the abstracts and the accuracy rates should be compared. The next study should run different algorithms on a 
similar subject with a higher number of classes and more data, and interpret these algorithms by comparing them. 
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