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Abstract

Data mining, which has different uses such asr@rtng and web mining, is especially used for @usty and classification
purposes. In this study, this method was useddt blassification and text mining. The aim of gtady was the assessment of
the performances of the data mining algorithmshenthree datasets. A total of 6631 master's antbddalissertations written
in the field of industrial engineering were dowrded from the Higher Education Council databaseh\Wie help of summary,
subject titles and keywords of these dissertatidnsas tried to be guessed which sub-field of Bidal engineering it belongs
to using WEKA program. As a result, it was obsertrett the data set containing the keywords obtalnedeighting the expert
opinion was more successful than the other two st And the three most successful classificatlgarithms were found to
be kNN, SMO, and J48, respectively.
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1. Introduction

It is a widely accepted fact that the importan€elata mining is increasing day by day and taihhique is used in different
sectors and for various purposes such as makindjquiens in the financial field, diagnosing disesse the field of health,
determining the credit card thefts in online paytmemnd identifying the target audience in thedfief marketing (Patil &
Sherekar, 2013). Additionally, data mining hasrbaseful in the field of education (Kabakchieval2)) Since the main purpose
of data mining is to extract meaningful informatitlom a data stack, in this way, the methods oiiredtng, defining, and
establishing the association rule from data mirirgutilized.

In this study, the classification method ofadatining is discussed. As can be understood fremaime, “classification” is to
divide the available data in line with the purpa$ehe study and to separate them into new categio@lassification methods are
made with different algorithms. The most widely digdgorithms in the literature are as follows: & Tree, Artificial Neural
Network (ANN), Support Vector Machine (SVM), LogisRegression (LR), Discriminate Analysis (DA), BiBased System and
Bayesian Belief Networks and, Multilayer Perceptr@assifier (MLP), Sequential Minimal Optimizatio(SMO), J48.
According to the literature, the performance ofsthalgorithms varies and it is observed that difiermalgorithms have different



82 Sanli et al./ International Journal of Engineerin§cience and Technology, Vol. 12, No. 3, 2020, b8

results on different data sets (Labib & Rayed, 30Z@aditionally, the evaluations of algorithmsterms of space and time are in
the secondary plan (Patil & Sherekar, 2013). Imktélae number of classes that the classifying @lyos classify correctly is
more important. Because the correct classificatédas of algorithms are taken into consideratiothanliterature. However, there
is confusion as the evaluations are based on uBersexample, decision trees are preferred instdagsing neural network
algorithms in classification. In some cases, nenetvorks give lower classification errors thanidien trees. However, it is seen
that neural networks require more time for trainjAgora & Suman, 2012).

In the studies conducted, it is seen that tliBopeance of the classifiers differs on the sanmta dat in the classification process.
The reasons that algorithms perform differenthdifierent studies are the quality and quantityted tlata set in which they are
used. For example, according to (Dogan & Tanrik@@d.3), the success rate of the classifier was&ieby all features of the
data set and applications such as PCA (principaipoment analysis). However, discretization did hate an impact on the
success rate of classification.

Minaei-Bidgoli et al. (2003) observed the folliony in their studies using data mining method i field of web-based learning:
They observed that the performances of differegbrithms changed according to the number of 2, 8 @rlasses (Quadratic
Bayesian classifier nearest neighbor (I-NN), K-MsarNeighbor (K-NN), Parzen-Window, Multilayer Peptron (MLP), and
Decision Tree). It was revealed that as the nunabetasses increased, the performance rates dltfwegithms decreased. This
situation is called “multi-class problem” in theeliature and recently, there is a growing attentiornthat problem for precise
labelling of the groups especially as the numbeslasses increases (Singh & Singh, 2019). In chpattern recognition such as
face and image detection or finger pointing idécdtion, multi-class problem has been faced (Raufh Goldenstein, 2014). It
has crucial importance on making decisions in msityations due to the inevitable results which bame some harmful effects
on humans such as in the early detected stagemnoér In the correct diagnosis of a disease,viitdd to make a decision based
on the available data. Unfortunately, wrong analysay lead to irreversible wrong decisions.

In diagnosing the presence of some diseasdsjrtelistinct features (for example, the preserfa substance in the blood) may
be sufficient to recognize that disease, whileva fieatures may not be sufficient to determine thpe$ of some diseases, and in
this case, it is necessary to look at many featuresder to decide which type of the disease iasjon. It may be necessary to
evaluate. Therefore, more features may be reqtinethe correct decision of different number ofedise types, but in this case,
decision may be more difficult. Thus, it is impartdo put the attributes in the right class of ds®so that the diagnosis would be
correct. The used classifier should predict thessof diseases in the right way regardless of igh humber of classes. Some
weak single classifier such as Linear Discriminanalysis does not perform well on multi-classesssification without hybrid
method (Rocha and Goldenstein, 2014). On the dthed, the complexity of the classification techmigan rise because training
samples can have many redundant and noisy datd\Wwhia negative effect on the quality of datadl®i& Singh, 2019). That is
why it is important to choose the right classifier diagnosing a disease as well as in other fidltiés study, in this context, gives
a perspective on the performance of the above oreediclassifiers that run under multi-class cléssin problems.

The purpose of this study is to observe howpilidormance of different algorithms changes adogrtb different data sets on
the same subject. The data of this research isithken the study that determined the most apprtpigategory among the 20
categories previously determined by experts acogrth the subject, summary and keywords of thesdbkd field of industrial
engineering.

In this study, kNN, J48, SMO and Naive Baye& N BAGGING and JRIP are selected as classificatitgorithms. The
difference and specificity of the studies in thediof text mining vary according to the study. Hower, the type, size, and method
of preparing the data set which is the most imprtactor in such studies can change the resultektudy. The fact that the
data sets are different, real and large revealénpertance of this study. For this reason, it ggithe researchers working in the
field of data mining in this direction. Also, knawg which algorithm performs best will make it eadier the researchers to
choose. When algorithms are compared in the studietata mining in general, while taking into calesation the data sets and
algorithm types, very few studies have been en@vedtby considering the high number of classes avigheat data. Having class
number as 20 in this study also adds originalitthte study.

2. Classification Algorithms

2.1 kNN (k-nearest neighbors classifieflhe k-Nearest Neighbor algorithm is a supervisemrithm and is used in statistical
prediction method and pattern recognition. The gdahis algorithm is to classify the objects aating to the majority of the
neighbors closest to it. In this model space, & sitive integer indicating the number of neigisband can never be larger than
the data set (Arbain & Balakrishnan, 2019). When k, unknown samples in the model space are askignthe class of the
training sample closest to it (Rajamohana et &1,82. The accuracy of the kNN algorithm is influeddy the magnitude of k
because the large value of k reduces the effetheohoise variable in the classification and makesboundaries between the
classes less visible (Kabakchieva, 2013).

2.2 Sequential minimal optimization (SMGBMO is a new, fast, and easy algorithm proposedtrigning Support Vector
machines (SVMs). And the purpose of this algoritisnto generate a quadratic optimization problensdtve. SMO requires a
series of small quadratic programming problems diiféer from large quadratic problems (Rajamohanal.e 2018).
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2.3 Naive Bayes classifieBayesian classifiers are popular classificatiljppdthms because of their ease, efficiency in cotep
fast training and success in real world problemd high accuracy in many areas (Kabakchieva, 20TBg Naive Bayes
algorithm is a statistical classification technicarel its classes take into account the possililitiey belong to. This classifier is
based on calculating frequencies with a seriesoskipilities on the given data set. Naive Bayessifeation algorithm is based
on total probability and Bayes theorem. Theoretjcakeveral Naive Bayes algorithms have been deeelo

2.4 Decision tree algorithm J4®ecision trees are powerful classification altoris (Menaka & Kesavaraj, 2019) defining the
relationships between qualities and the relativpartance of quality (Kabakchieva, 2013). These ritlgms are advantageous
because of the easy understanding and interpnetafithe displayed rules and complex data preparas not required. Also,
these algorithms perform well in numerical and gate&cal data (Kabakchieva, 2013).

2.5 Rule learnersTwo classifiers are considered in this algoritf@meR is a single-level decision tree, all expréseea set of
rules that test a certain quality. It is a simphel ahexpensive method and generally produces goled with high accuracy in
defining the structure of the data. This classiifiebased on comparison with others. And it shdwespredictive power of certain
qualities. The Jrip classifier uses the RIPPER &R&gd Incremental Pruning to Produce Error Reduictialgorithm
(Kabakchieva, 2013).

2.6 Bagging Bagging is a holistic method used to improve dlceuracy of the algorithm. Bagging parallels therapch with
multiple classifiers in estimation. The result ath class is passed through a selection procefgniBlaana et al., 2018)

2.7 Random foresDefined as a decision trees forest consistingpalom and different tree loaded algorithms, thi@réthm
creates a collection of methods that make up aavhbis best evaluated from multiple decision $raad chosen by the majority.
It is considered one of the most powerful algorishit shows high performance in both classificato regression, but over-
fitting is the main problem of this algorithm (Aiba& Balakrishnan, 2019).

3. Review of Literature

There are different results in terms of the penfance of classification algorithms in data minifgr example, (Patil &
Sherekar, 2013) compared algorithms using a camjusiatrix on a dataset to evaluate the accuradpnmeance of Naive Bayes
and J48 algorithms. As a result, they found th®8 dhowed better results (Kabakchieva, 2013). Onadimer hand, they
categorized the students in five classes in oaxamine their performance before and during thigeusity education period
(Kabakchieva, 2013). They utilized the Common Decislree Algorithm C4.5 (J48), NaiveBayes, BayesMgarest Neighbor
Algorithm (kNN), and two rule learners (OneR andip)JRalgorithms for this. According to the authohetbest performing
algorithm is J48, followed by the JRip and kNN eléisr while the lowest one was Bayesian algorithmith the accuracy rates
below 70%.

Arbain & Balakrishnan (2019) compared LogistiegRession, Random Forest, K-Nearest Neighbor (kihg, Artificial Neural
Network algorithms that they used to predict lidisease and they observed that the algorithm Wwigthtghest accuracy rate was
the kNN algorithm. They also found that the RandBorest algorithm was not suitable for their own kyoalthough its
performance seemed appropriate. Rajamohana et2@18) used Naive Bayes, Random Forest, Bagging, and it
classification algorithms for the early diagnodA&D disease. They determined that the algorithathing the highest accuracy
rate was Multiboost with a 93.18% accuracy rateesehauthors also benefited from the SMO and IBKN@&rest Neighbors
Classifier) algorithms in choosing the most appiaipr recommendation system to be developed agsimstypes of tumors
(benign or malignant) in breast cancer and to suppurtors in their decision making. As a resuigyt decided that the algorithm
with the best performance was SMO (Arora & Sumadil2), on the other hand, compared J48 and MLP idhgas in five
different data sets and sample sizes, and founndthB was the best performer on all five data sets.

Kaya Kelg (2019), moreover, utilized the classification altfons of data mining through the antenna inforovatof cancer
disease to determine whether the tumor existed.sTudy resulted that five top algorithms of datanimjg were Random Forest,
Random Committee, Bagging, SimpleCART, and IBK pezgively. In a study that aimed to predict thegdiasis of Chronic
Kidney Disease (CKD) according to their symptomgether it was acute or chronic, they conducteddhewing algorithms to
classify the CKD: ZeroR, Rule Induction, SVM, NaiBayes, Decision Tree, Decision Stump, k-NN, andrBssion. They found
that all of the classifiers had more than 90% aacyirate apart from ZeroR and the best classifees segression (Saringat et al.,
2019). Arboleda (2019) used the 22 classificatigor@thms to sort four attributes of green coffemabs into three sort of its
namely liberica, robusta, and excelsa. The reguliestudy showed that the Coarse Tree AlgoritRmafse KNN) performed the
best algorithm with the accuracy rate of 94.1 pefreend 18 of 22 algorithms showed more than 90gmraccuracy. (Arboleda,
2019) also stated that it was worth to examinedhi mining algorithms under a larger number of @amfor verifying the
relationship between the data size and accuragsifitation.

Mohammadi et al. (2020) ran five data miningoaiidpms (ANN, Bayesian Network, DA, LR, and SVM) tdassify the
companies in two groups (fraudulent and non-fragiutompanies) in their study about detecting finanstatement fraud and
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according to them, the best detecting algorithms aréificial neural network among the others. Laditdl Rayed (2020) aimed to
detect the most common type of cancer in childhoalled Leukemia, in Egypt. For that, they used tiwee data mining
algorithms (Decision Tree, Naive Bayes, and Randegrest) in different classes to find the main risktors (such as
demographic, social, lifestyle, and environmenraatdrs) of that disease. The class number was d 8hanresult revealed that the
most accurate algorithm was the decision tree.

Riri et al. (2020) used the classification altfons on 1207 images of 98 different patients &mognition of orthodontic images.
Firstly, they classified sixteen classes of orthd@nimages such as extra-oral, mould, and intedionages by extracting features.
For each image of three, they used one algorithmnTthey merged the algorithms used to see théevgicture of all classes of
orthodontic images. They used the Local Binary éPatt(LBP) to gain information and classified LBPtlwithe classifiers
Quadratic SVM, Cubic SVM, Radial Basis Function (BBSVM, Cosine k-NN, Euclidian kNN, and LDA. Theynélly
implemented the principal component analysis (P&@gprithm for optimization of the noisy parametefpart from Euclidian
kNN, they found that the accuracy of the remairledsifiers was high.

4. Method
4.1 Determination of sample and sample numiére sample of the study consists of 6631 indusemmineering thesis and

dissertations, which were added to the Higher Eiluc&ouncil database between 1975 and 2018. Cemsglthat the number of
samples is infinite;

_(z
Ny, = 2 @)
where g = Number of samples, z = 1.96 (95% Confidencervialg, P = Community ratio and p = 1-q

Formula for 10% sample error in 95% confidencerirak
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As a result, it is sufficient to know which tepand/or topic titles of 94 dissertations are urither correct functioning of the
system. In this study, 6631 dissertations were doaded and 400 of these dissertations were corsides training sets. For these
400 dissertations, datasets consisting of a safftcamount of dissertations were prepared in tti#erent ways by determining
which topic and/or subject titles to be under Hgmeng to expert opinions.

4.2 Determination of the word vector spagext mining was used to determine the word vegtacs. In this study, three separate
word vector spaces were prepared for three setaiofng data. The objects in vector spaces wefimeld in the vector structure
and the properties of these objects formed the ak#se vector space. Thanks to the positions e$¢hvectors, the proximity of
objects to each other could be calculated. Differeethods were used in the preparation of the vesgace model. For example,
it can be seen that it is critical that a word mpass in a certain document, and it is considemgabitant that the word fully
complies with the subject of that document. Accogdio the researches, it was stated that TF-IDhaocetvas the most effective
method in creating word space (Noh et al., 201%)is Tnethod measures the state of the word beiradecklto the relevant
document, that is, the determination and frequexiayie word. TF shows the term frequency, thah@y many times the term
has passed in the relevant document. However, iRataneasure the words in the document that argetated to the high
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frequency document. Therefore, the concept of IDWMefse document frequency) was not introduced. figl dealt with the
frequency of terms that were rarely found in altdments in the total (Usui et al., 2007). For tieiason, this method was used
directly in the preparation of the training setgto$ study. However, the expert opinion of thetxéining set was also effective in
weighting the words. For example, the frequencyealf a word indicates the importance of that wéial. example, if a keyword
never exists in the summary, the importance of Wt is considered to be zero. This take§ a 2 weighted value. However, if
it has some degree of significance, the signifiealevel of this word is taken as 2 2. If the keyword is two words, then the
significance of this keyword is’Z 4. If the expert opinion argues that this keyavisr suitable for this thesis, the significance of
this word is determined as 2 8. The importance of expert opinion in weightihg keywords made a difference in this way.
Other details of the study's datasets are giveovwbel

4.2.1 First training kit V1:Expert opinion was used in this training set. ®a text mining studies in the literature, it canseen
that, in general, keywords are decided accordinghether the text belongs to a predetermined @asdasses. And this is the
final result of text mining. However, in this stydghese classes determined with text-mining will reelassified later with
classification algorithms. Therefore, it is seeragsre-processing step in determining the corratggories before classification.
The reason for this can be determined in whichgmdeof industrial engineering will be evaluatedhwihe help of experts, topics,
summary, and keywords of thesis studies. Thus,thhiaught that better results can be obtainedsesahere the machine will be
insufficient. For example, a word can be includedriore than one workspace. Therefore, the experiand intuition of the
expert industrial engineer are vital in this ca@sly in this way, it is possible to evaluate therking areas in an integrity.

For this purpose, a web application was preparetl10% of the dissertations downloaded were pteddo expert opinions.
The data obtained here were also used in the syatemtraining data set. And it was also listethi subject headings in the
prepared web application. The words and/or wordugsoentered into the system were included in aiehdata sets as expert
suggestions of these dissertations. A platformedalllhesis Portal” was created in order to reftbet expert opinions about the
dissertations that were registered to the programemasily. In this way, it was aimed to contribtdeghe database by receiving
the opinions of the experts on the subject and kegs/based on the thesis content.

In the preparation of training sets, vector spa@s positioned as the training set, controlaad, prediction set. As vectors of
words from the first training set (V1) [3156,40{8156,1600], [3156,6631] 3 files with the extensfoarff* were created.

4.2.2 Second training set VZhis training set consists of keywords includedhesis, determined by students and academics. As
vectors of words from this training set (V2) [35820], [3582,1600], [3582,6631] 3 files with the exsion ".arff" were created.

4.2.3 Third training set V3This training set includes all the topics of thedis title, thesis summary, thesis keywords. Tha tha
this training set were determined according toftequency and weight scores of the words. As veatdrwords from the third
training set (V3) [5272,400], [5272,1600], [52723a$ 3 files with the extension ".arff" were created

4.2 Methodology:A total of 6631 master's and doctoral dissertatiomBich were written under the umbrella of induwdtri
engineering between 1975-2018, were downloaded ffanrelevant data source. And they underwent degning before the
classification. These operations can be listedliasirating the stop words, cleaning the spaceshia word and number and
punctuation, reducing the words to the roots ie livith the Zemberek library.

Moreover, the dissertations included in the gtugre classified with the trained “Naive Bayesf@ithm. Then, these data
were analyzed on all 3 data sets of dissertatismgguU'BAGGING", "348", "JRIP", "kNN", "NB", "NBM","SMO" algorithms that
come as a package in the "Weka" program. Baselisn2tl different classification results were tfensd to the database. At the
stage of testing the validity of the algorithm & tontrol set, the dissertations classified werapgared with the control set. As a
result of the comparison process, recall valuegwalculated and stored in the system. In addibahe results transferred to the
database, the operating times and accuracy ratée afigorithms were also recorded. The resultaioéd in the "Weka" program
achieved a coefficient in direct proportion to iiecuracy rates of each algorithm. And by takingwieéghted average of these
coefficients, the classes of dissertations wererdéhed.

5. Results and discussion

As a result of the classification, the subjét¢s of the dissertations in the field of induatrengineering were estimated and
compared with each other according to the datacsetded.

5.1 Comparing data setginalyzes were made on 3 different data sets. Taphic presented in Figure 1 was prepared according
to the average of the results of 8 algorithms tipegrate on data sets.
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Figure 1. Average accuracy results by data sets

Figure 1 shows the average accuracy resultseofiata sets according to the algorithms used.afAse seen from the graphic,
the V1 dataset gave the most accurate result imlgrithms run on average. The V3 dataset alseveticalmost the same
performance as the V1 training set. In additionewkhe results are examined, it is seen that ttees#d that has the least impact
on the algorithms is V2. One reason for the lowkiag of the V2 data set may be the keywords thatstiudents who prepared the
thesis study stated in their thesis studies. Bex#us technical terms written in these keyworddfeinay show specific fields,
possibly preventing the algorithms being run framudating.

The datasets were also compared in terms ofispree the average time graph in analyzing the detagven in Figure 2 below,
in seconds (s).

350,000
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Figure 2. Average time graph by data sets

As seen in the graphic in Figure 2, when the& dats on which the algorithms are run were exainimea time basis, the data
set that requires the most time was the V1 datavgkt296.65 seconds, while the data set that reduhe least time was the V2
data set with 112.62 seconds. Reasons for thisdedhat V1 and V3 datasets were higher in nuniizer V2 datasets in terms of
vector space. Another possible reason for thereifiee that can be seen on the results was due fadhthat the algorithms were
run one after the other on the datasets, creatfhgimating effect on the times in terms of botbgessor and memory density.

5.2 Comparison of algorithmsn this study, the accuracy rates of the algorghiom on each data set are shown in Table 1 below.
As a result of the study, 7 algorithms were runeach data set and 21 different results were olstaifewever, COUNT and
SUM algorithms were calculated by taking the averafjall 21 different results. The item shown witfL23" in Table 1 means
that all three data sets were analyzed togethetaBpng the arithmetic average of these 21 res@@UNT and the geometric
average of the SUM algorithm were created. InWay, for example, the effect of the accuracy ratesach result was reflected

in the SUM algorithm. Apart from these algorithrasBayes-based algorithm named MYNaiveBayes (MYNBS$ @aiso developed

to be compared with other Bayes algorithms.

Table 1.Accuracy rates of algorithms on datasets

BAGGING | J48 | JRIP kNN [ MYNB | NB | NBM | SMO | SUM | COUNT | AVERAGE
V123 0,82| 0,82 0,82
V1 0,66 0,740,556 0,84/ 0,51| 0,71L0,68 | 0,84 0,69
V3 0,66 0,74 0,53| 0,84/ 0,34| 0,71L0,68 | 0,84 0,67
V2 0,56 0,63 0,32 0,83 0,59| 0,4p0,59| 0,72 0,59
AVERAGE 0,63 0,71 0,47| 0,84/ 0,48| 0,640,65| 0,80 0,82 0,82 0,65
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As can be seen from Table 1, in this studwas observed that the algorithms run on V1 and &taskts gave close results. In
addition, the results of the algorithms run on Y& dataset showed lower results than the otherdatasets. Also, when the
averages of success are taken into account orfeadif data sets, it is seen that the kNN algoritbok the first place with a
success of 0.83. At the same time, this algoritlach the highest success performance on all threesdtd.

On average, algorithms with second and thirdoperance on three data sets were observed as SUNC&UNT. This means
that the algorithms produced substantially the saoreect results on any thesis. It is seen thatnlest successful algorithms
except for the kNN algorithm, where the performanéeerformance shown on each data set is higlaestSMO and J48,
respectively. In the literature, it is seen tha® dgorithm is more successful than many algorithHmwvever, in this study, the
SMO algorithm performed more than J48. One reasothis may be the size of the data available. Beedor (Rajamohana et
al., 2018) since the amount of space required Herttaining set is linear, SMO can deal with ladgga sets. In various test
problems, SMO is somewhere between linear and qtiadn the training set size because it avoidsimatlculations and SMO
is the fastest algorithm for linear SVMs and spaia& sets.

Another result seen in the table is that thaitdd Bayes” algorithm and/or “Naive Bayes” basegbathms performed between
48% and 66%. The algorithm named MYNB, on the otierd, showed a calculated "Naive Bayes" algorithrthis study. In
addition, it is seen that the “JRIP” algorithm, afiwas run on the V2 algorithm with the accuradg iaf approximately 32%,
showed the lowest performance. While the accuraty of the NB algorithm, which is used frequentiyliterature research, was
about 64%, the average accuracy rate of the MNBrilgn was calculated as 65%. The reasons fordais be based on the
studies of Altintas (2014) and Reiten (2017). Fam, algorithms such as “Naive Bayes” give appretaly the same results on
datasets that can be called insufficient, becaase result of the operation of the related algorjtthere is an increase and
decrease in the rates by returning the similagtg as the output and this affects the result@atgorithm in certain rates.

The results of this study differ from the stuafy(Kabakchieva, 2013) because in her study, Jg8rithm was more successful
than KNN. However, in this study and in the studyArbain & Balakrishnan, 2019) kNN performed as thest. One reason for
this difference can be related to the size of @ita det used because the J48 algorithm performikdnviarge data sets, especially
when the number of attributes was high, the trealdvgrow bigger and would require a lot of time éalculation (Ozer, 2008). In
addition, this study is similar to that of (Rajamokl et al., 2018). According to them, SMO and kNibveed the best
performance. From this point of view, SMO can lgoad alternative when it comes to big data sete. KINiIN algorithm performs
better than the INN algorithm when the number afsés is two on the same data set. When the nwhbksses was 9 (Kaya
Keles, 2019), it performed lower than this algorithmm8arly, when the number of classes was two, thgeBalgorithm and INN
algorithm showed almost par with performance. Hoavewhen the number of classes was 9 (Kayag2@19), Bayes lagged
far behind in terms of performance (Minaei-Bidgetlial., 2003).

This results diverges from the study of (Horalale 2017). Their study about the detection oéfise plate in gallery with 535
images of different vehicles resulted that the Mdayes Multivariate algorithm had high accuracyhef value of 99.8%. kNN is
a nonparametric classification method that is tatcally not based on a mathematical density femcthodel (Gliney & Atasoy,
2012) and even though it could show bias variancenithe sample size is limited, (Zhang et al., 2086&d some advantages of
the KNN. One of them is that it does not requirgtaie structure of an attribute space and is capalblcoping with highly
multiclass nature of visual object recognition Baghdditionally, as the sample size approachesfinity, the error rate of kNN
treats as Bayes optimal classifier. The sample @iags role in the correctness of decision fordbéning classes. In the case of
multi- class decision, the classification methodildobe more important than the binary ones. AskfdN, the performance of
multi label-kNN differ from various values of k (mber of neighbors). To handle multi-class clasatfan problems, some
authors suggested to extend the algorithms (ZhaZdhéu, 2005) or hybrid models (Zhang et al., 20@8)eature manipulation
technique (Jia & Zhang, 2020) to give better solufior prediction. Additionally, there are somedsis that show that KNN based
on the decision tree structure increased the ssceds of KNN (Gliney & Atasoy, 2012). In this studiN algorithm individual
performed well on different but sufficient size als#ts for categorizing 20 classes with the suaegef 84 %, while (Gliney &
Atasoy, 2012) achieved the success rate 96% of WiN decision structure on the insufficient dataesi As a result, the high
number of classes could increase the sensitivith@flgorithm and more accurate results can beustered.

6. Conclusions

In this study, seven different algorithms weuwe pn three different data sets. It was revealatl tthe most successful data set
was V1, that is, the data set in which expert apisiwere taken. It was observed that the V3 ddtavae also very successful
compared to the V 'set. From this point of viewttigg expert opinion as a support for machine legymay have more accurate
results. Another result of this study is that kNNMsathe most successful algorithm among the relelessification algorithms.
And following this, it is seen that the SMO and 2&orithms ranked. The absence of K-Fold Crossedtibn was a limitation of
this study. Because of the large size of the dataasd the number of classes, this verificationhmetwas not found suitable
because it slowed down the system and occupietiad &pace. In addition, the high number of clagsescause accuracy rates to
reduce. When the number of classes is less, ibeahought that these algorithms studied will sto@re accuracy. In the study,
the word count of all thesis abstracts was notrtakéo consideration. In later studies, this ststtpuld be done by taking into
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account the length of the abstracts and the acguedes should be compared. The next study shemldlifferent algorithms on a
similar subject with a higher number of classes rmode data, and interpret these algorithms by coimgahem.
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