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Abstract

Text classification is the process of groupiegttinto distinct categories. Text classifiers naagomatically assess text input
and allocate a set of pre-defined tags or categalégpending on its content or a pre-trained modiguNatural Language
Processing (NLP), which actually is a subset of Miae Learning (ML). The notion of text categoripatiis becoming
increasingly essential in enterprises since it fidipns to get ideas from facts and automate compmgoerations, lowering
manual labor and expenses. Linguistic Detectors fgchnique of determining the language of a giecument), Sentiment
Analysis (the process of identifying whether a téxtfavorable or unfavorable about a given subje€fpic Detection
(determining the theme or topic of a group of tgx&smd so on are common applications of text diassion in industry. The
nature of the dataset is Multi-class and multi-dwiehical, which means that the hierarchies areuttipte levels, each level of
hierarchy is multiple class in nature. One of Mhisst successful paradigms is supervised learnomg fwhich one can build a
generalization model. Hence, a custom model ist,bsdl that the model fits with the problem. Deearéng (DL), part of
Artificial Intelligence (Al) , does functions tha¢plicate the human brain's data processing capebiin order to identify text
or artifacts, translate languages, detect voicawdconclusions and so on. Bidirectional Encoder rBsmtations from
Transformers (BERT), a Deep Learning Algorithm peris an extra-ordinary task in NLP text classifmatand results in high
accuracy. Therefore, BERT is combined with the GusModel developed and compared with the nativerélgm to ensure
the increase in accuracy rates.
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1. Introduction

This paper introduces a method for text clasaifon where the dataset is Hierarchical and Migitglasses, by combining
BERT and Customized Naive Bayes classifier. Thislmaccomplished by studying Naive Bayes ProlséibilModel, and BERT
Model (Yu et al., 2019). The real world problemsNIfP, is not just limited to one level of hierarchye could see many
examples of such single level hierarchical probleush as: plain sentimental analysis, text sumrato, detecting urgent
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issues, automating customer support processesoaod. S his paper discusses the multiple levelsiefanchy, which we face in
our world. Some merits with examples and compassoe as follows:

1. In the blogging world, the traditional applion of text classification is just limited to fiimg the title of the content (also
called text summarization), but with the implemeiota of this paper it could be used to discover $hé-topics and also sub-
topics of sub-topics. E.g., The base topic “Techgg! has various sub-topics like Computer, Spacmdand so on. Inside the
sub-topic called Computer, we have another setibftgpics such as: Quantum, Al, Cyber-Security sman. There can be any
number of hierarchies. In such real world problethss paper solves the problem by providing thetamized algorithm to
process the different hierarchies.

2. In the customer support field, the complainissue raised by a customer should be modeledu#tple hierarchy instead of
traditional single hierarchy. E.g., let's assunmedbmplaint of a customer regarding a cloud produciThe VM Machine of type
ABC, has been down for X Days. This will impact tmysiness a lot. Please provide support as soonssshe”. The traditional
way will be like: either detecting the complaintuigent or not (also popularly known as Detectingeat issues), or categorizing
it into some problem category called VM Machinew had the model like, finding the urgency, folehby category and then
detecting the problem duration could have a vepagimpact in the results (either customer satigfacr sales growth) of the
company, who provides the support.

The application could be unlimited with the hiexhical real world model and the paper complefebused on solving the
multiple hierarchy dataset in a better way. Instetaving n ML classifiers to solve n hierarchyaoproblem, the ML classifier
in this paper is tuned to consider the resultefgrevious hierarchy. This paper also innovatiselives such kinds of problems
discussed in the previous paragraph. The fieldhefgroblem is a manufacturing industry, the problatroduction, solution
models and its impacts are discussed as follows:

The main problem in the Panel Board Manufactupnocess or any Manufacturing process, is defegbish may occur while
manufacturing Panel boards. These defective paveidis undergo a testing process, which plays amript role in quality
assurance (QA) by identifying the defects. The detk defects undergo re-processing in the indudthe testing process is
manual and the remarks of the defected panel baaelgenerally written or noted (either through pater or hand written).
Once the testing process is done the reprocessipipgee’s first objective is to classify the renmikto different sections, so
that the defected panel board undergoes a cegginocessing.

The English text to explain the defect of thegleboard may vary from employee to employee. Hetieefirst step of the re-
processing section utilizes intelligence of the Exype to categorize the defect. Also, the time talcecategorize increases with
increase in text. In ML, multiclass text classifioa is classifying each instance of text or data ione of three or more classes.
Text classification into one of two classes isadlbinary text classification. Sentiment analysistieck whether the sentiment is
positive or negative is a suitable example for Birtaxt classification. Multi-class text classifiman assumes that each instance is
assigned to one and only one class. For examghaijtecan be either an apple or a pear but not lavtthe same time. In ML,
Multi-label text classification is a variant in theassification problem. In Multi-label text clasation, multiple labels are
assigned to each instance. Mostly, Multi-classoisfesed with Multi-label classification, which isggneralization of multiclass
classification. Multi-label classification is a gie-label problem of categorizing samples into efiht classes, but an instance
cannot be mapped to two classes whereas in thélahdd classification there are no constraintshow many classes an instance
can be assigned. Every sample of the data in #pempcan be classified to a particular class, fherghe paper discusses Multi-
class text classification, not Multi-label classiion.

If there is irrelevant and redundant data presethe dataset, then knowledge discovery durlmgttaining phase becomes a
tedious process (Vidhya and Aghila, 2010). Thetrared foremost step for text classification is tpee-processing techniques
such as Removal of Punctuation, removal of stoplgjdcemmatization, Stemming and so on. It shoulddied that Removal of
stop words, Lemmatization and stemming is very mucfavorable to Deep Learning Classifiers. The aras DL Classifier
utilizes each stop word to considerable tokens miattes a meaningful sentence. The preprocessingitpehis followed by
Tokenization, Vectorization process, which is falled by training the classifier with the processedsg, then the Classifier can be
tested with a new set of datasets. Many factorsldvaffect the success of ML on a given task (Vidlayal Aghila, 2010), one
such affecting factor of this problem is the hiehgr.

In a Panel Board Industry, the Panel boardstetefor any defects, which may happen during thaufacturing process. Once
the defects of the panel boards are detectedvititten in a sheet which may be stamped to theePBoard or the defects are
listed in a form through a computer correspondimgdt of the product. In the Re-processing sectibthe industry, the Panel
Boards defects which are stamped or listed aregodted into numbers (different classes). The elasse hierarchical in nature
i.e., The sub-classes of each classes belong tacemain class and never intersect with other es$he re-processing is a
manual process which consumes days and hours einipéoyee. It should be noted that each writehefganel board defect has
a different vocabulary style for describing a def@he employer also may make some errors in sashsand the main problem
is the mapping of the remark to a number (Class) itnsubclass. After this mapping process, theePBoard undergoes Re-
processing based on the classes, which was ckbdifi the employer with the help of remark. The leygr consumes more
time, when the number of classes or types of defae larger in nature. The time consumption mahéu increase if the number
of level of hierarchy is higher in nature, eachedéimay even take an hour to detect the classegsaodrresponding hierarchy. It
is highly possible that a hierarchically structused of categories might have a high impact orcthssifiers, which are used and



34 Dhina and Sumathi / International Journal of Engtniag, Science and Technology, Vol. 13, No. 4, 2pp132-45

built (Krendzelak and Jakab, 2015). Deep learnm@ble to learn without human supervision, drawiimgn data which is
unstructured and unlabeled. The BERT is a preitrgimodel based on DL, which has refreshed the fe$brmance of 11 NLP
missions (Liu et al., 2019). First and foremosipsi® importing or installing the components reqdifer BERT and different
variations of BERT are available based on requirgmelhen, the dataset must be converted from cosaparated values (.csv)
to tab separated values (.tsv) file. The dataés timdergoes masking and Next Sentence PredidtiSR) section, followed by
prediction of the data and performance analysige Masking and NSP is briefly explained in this pae to rapid growth in
ML and NLP, algorithms could be used to classifit,tenstead of utilizing employees with a lot ofat and cost. The advantage
of implementing algorithms would be tremendoush@sdomputational time for algorithms was much faatel with reduced cost.

Section 2 describes the literature survey madBBERT and MNB Classifiers followed by hierarchictdssification. Section 3,
which explores the Implementation proposed. Sectidetails the results and discussion of the pregg@sper, which is followed
by Conclusion, Acknowledgement and References.

2. Literature review

A lot of research has been done on the classifi¢ NLP and categorization of hierarchical d&aading comprehension,
Question answering and Summarization are all sosnenwn industrial utilization of natural languag@gessing problems that
are often tackled using supervised learning witkcsglized datasets. These evidence points to devidilection for developing
language processing systems in which the clas$if@ens to accomplish the work from real demonistnat(Radford et al., 2019).
Data cleansing, normalization, transformation, @otion of features and selection are all forms athidpre-processing (Vidhya
and Aghila, 2010). The algorithms for each stepath pre-processing and best performances werergeesby Kotsiantis et al.
in 2007 through their paper. Data preprocessingésl in Text Mining (Vijayarani et al., 2015) tdleot valuable and non-trivial
information from unstructured information (Shathi &., 2016). Kannan and Gurusamy (2014), reseesclexamined the
challenges of preprocessing methods such as Talt@niz Stop word elimination, and Stemming for tdatuments in 2014. The
most frequent techniques to text classificatiomdbtake hierarchy into account, which clearlyesgahat hierarchies play a very
important role in the real world problem. The matien of this paper on considering hierarchies @dusamy's study on
hierarchies correctly converges at this point (Bihat al., 2016). In their work released in 201l tauthors Angiani et al.
investigate the reasons underlying the increasacicuracy, which gives a thorough assessment of stetegy. Several
alternative preprocessing methods are displayed,tlagir accuracy is compared to the accuracy ofother methods in their
study. If the test data meets the requirementhettass' rule, then the strongest rule is subseigudesignated as the test data's
class (Angiani et al., 2016). By increasing themsfjth of rule after constructing the training dat®, confidence value from each
text and category may be enhanced. It's all abodinfy the most powerful rule for each test datatbat covers one class,
according to Arusada et al. (2017) that detailedpitocedures taken by classifiers during testirgpih?.

Natural Language Toolkit (NLTK) is a collection open source software packages, lectures, and wemtsslior language
modeling (Loper and Bird, 2002). The design of NLi&Kdescribed in the NLTK article, which was relechsn 2002 by Loper
and Bird, which report on how it has been employedl in classrooms with various mixtures of lingsisand data science
academics (Bird et al., 2008). The relevance ofNhé/e Bayes Machine Learning technique has beknoadedged, hence a
research of text document categorization and statigvent models has been undertaken (Vidhyafadla, 2010). In 2010, the
authors Vidhya and Agila examined the various NBages feature selection approaches with text dontimategorization
metrics. MNB is a supervised learning method basegrobability that is known for its theoreticaldanperational simplicity
(Shathi et al., 2016). The authors Shathi et @116} proposed an effective and efficient approacitategorizing text documents
in order to give practical information retrievalilizing the Naive Bayes algorithm in this reseaqmhblished in 2017. The
independence assumptions that Naive Bayes class#fie founded on nearly never hold for naturah dets, and particularly not
for textual data, as has been observed. This ideaharked three types of information extractioth machine learning research:
1) efforts to improve classifiers by loosening theependence assumption, 2) feature set tweakeep khe independence
assumption valid, and 3) tries to explain why the@ependence assumption is not necessary (Lewis, €38 et al., 2008), which
describes a better observation on independencengsiens of MNB in a paper published in 1998 by isw

Krendzelak and Jakab released a study in 2015ntlaided more research on text classification usiegarchical structures.
The fundamental reason is that there hasn't besuabatantial difference in performance metrics ardnichical trials. In a
hierarchical structure, conceptual hierarchy deptbe link between things or concepts (Krendzelak dakab, 2015). If the
evaluation/classification objective has more sdaitased characteristics, a more elaborate conckppiieaarchy is required.
Currently, the majority of conceptual hierarchiee @uilt qualitatively. Choi and Shin (2010) reledsa study in 2010 that
describes two novel quantitative ways to build aofietical multi-level hierarchy.Pattern informatidrom the stack of
guestionnaire survey data, which held hidden irtsigtbout the issue area, was revealed by thisrfactalysis. Considering
guestionnaire survey data as another method of lenlge elicitation for pattern discovery, which is@vel concept. The AHP
(Analytic Hierarchy Process) is a multi-criteriml@ment process that is regularly utilized Choi &héh (2010).

The hierarchic design and assessment phases arpas of the AHP's decision applications. For éstablishment of
hierarchies, experience and skill in the subjeeaaare crucial (Vargas, 1990). These performancasunes usually assume
category independence and ignore documents miffideninto categories that are similar to or whiake not too far from
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similarity with the right categories in the categtnee, through which Vargas proposed a hierartloizegorization performance
process in 1990.

In 2003, Sun et al. presented an outline of theahdhical classification issue and its remediesh@ugh the frequently used
flat categorization performance assessment methggahay be used for hierarchical classificatiomr, lihks between categories
in the category structure are not taken into casitbbn (Sun et al., 2003). An author may have maames due to name
variants, and multiple writers may share the sammer The performance of document retrieval, onBearch, database
integration, and author attribution may be harmea aesult of name ambiguity (Han et al., 2005 &hthors, Han et al., offer
the hierarchical naive Bayes mixture model in 2085 publication, which is used in the suggestetrijue that will be applied
and examined in section 3.

BERT (Bidirectional Encoder Representations frorarisformers) has excelled in a number of languaggoshension tasks
(Sun et al., 2019). The generic language model BERlich was pre-trained on cross-domain text cap&ook Corpus, and
Wikipedia (a large collection of text), achievegelient performance on a few natural language @siog tasks after fine-tuning
in regression tasks. However, task-specific and adosrelated information are still needed to imprabe BERT model's
performance, and the research outlines more extefisie-tuning method assessments (Xu et al., 2BBRT generally has two
configurations with a lot of parameters: BERE 24 layers, 1024 hidden dimensions, and 16 atientieads (found in
transformer) with a total set of parameters of B4ilion, BERT,sc 12 layers, 768 hidden dimensions, and 12 atterfteads
(found in transformer) with a total set of parametf 110 Million (Xu et al., 2019).

3. Implementation of the proposed system

Many common Machine learning techniques for texssification assume a simple collection of categoriAs these
classifiers are highly domain focused they canbused for other kind of text classifications (Kaeelak and Jakab, 2015).
There are totally 21 Custom_codes id, indicatireytare Multiclass in nature, the Remarks need tddmsified into one of these
21 classes. Once the first level of classificatiaver, the second level of hierarchy need tolassdied.

The 21 classes of first level are subdivided infngnsubclasses. There are totally 79 subclassiw idataset. Further, this
subclass is classified into 254 Secondary subdassence, the scope of this paper is to classd#yréimarks for three levels of
hierarchy, all in Multiple classification not Binarin order to assist browsing and other inter&cttemponents of information
retrieval, texts or documents are broadly categdriinto hierarchies of subjects, including thosenaged by Yahoo! and the
Open Directory paper (Toutanova et al., 2002). dhalysis of the datasets are made with the heliprafries such as matplotlib
and seaborn to graph plots, which visualizes tlséridution of the data and it will be helpful todwm whether the dataset is
balanced or unbalanced. Fig. 1 represents thediitéution of remark counts with respect to céess

Data distribution of remark counts with respect to primary classes

_;i*-‘_iuHiHuWi‘

Primary Classes

Fig 1 Data distribution of remarks count with respect to primary classes

Remark Counts

Fig 1 shows the non-uniform data distribution ahegk counts with respect to primary classes. Eathsgt is a sample of
1000 rows and during the experiment, 3 such nofetmidatasets are available for training. The Eficy of DL algorithms will
be much better in higher test cases. Most of thallssnale industries have limited data compareth®olarge-scale (handling
millions of data) industries. One more merit ofstexperiment is that even small-scale industriesdcget satisfactory results by
implementing the innovative idea proposed in ttdper. Fig. 2a represents the data distributiorenfark counts with respect to
secondary classes and 2b represents the tertesyed, which are second and third level of hieyarespectively.
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Data distribution of remark counts with respect to secondary classes
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Data distribution of remark counts with respectto tertiary classes
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Fig 2 Data distribution of remark counts with respet to (a) secondary classes and (b) tertiary classe
Fig.2a represents the second level of hierarchyFagud2b represents the third level of hierarchiieve each class of the first
level of hierarchy in Fig. 1 (parent class) mayédaero to many secondary classes (child classhs)tértiary class, which is the
third level of hierarchy also considered in the grapwhich is shown in the Fig. 2b, representing diféerent classes in the
hierarchy considered in this paper. To illustrdte further the Fig. 3 captures how the hierarclokdolike from the text to be

i

Fig.3 Three Levels of hierarchies to be classifieflom the text

Fig. 3 represents the different hierarchies thatdnte be classified, where C represents Classespr&sents the Secondary
Classes and T represents Tertiary Classes. It bauskearly understood that each child has onlypavent. E.g., Secondary class
S-1 has only one primary parent class C-1. Theisestassified into different classes, where edab<is classified into different
secondary classes and each secondary class maydraveo many tertiary classes. In the native N&=ages, the errors didn't
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match, meaning the child class and parent class@e& dhatch. Hence, it became necessary to buiédNhive Bayes algorithm
with this feature. The Naive Bayes, is used forstheond and third level of hierarchy alone. Thet fievel of hierarchy is done by
using BERT, a DL algorithm. Deep learning perforeesare better when the dataset becomes largituhe technology, Deep
learning will become the choice as statisticaliéay’s performance may saturate at some pointwal88ut Deep Learning is not
like that, as its performance keeps on increadBERT is an algorithm based on Recurrent Neural MekwWRNN), which is
based on Deep Learning. It doesn’t come understtati algorithms. The Fig. 4 shows the procedtloal of the Customized
Naive Bayes for hierarchical classification progbsethe methodology.
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Fig 4 Block diagram for customized Naive Bayes clasier

Fig. 4 shows the normal steps like data samplewn filataset, preprocessing followed by customizepssté Naive Bayes,
which includes prior calculation, likelihood calatibn, Laplace smoothing during Training. But ofikelihood calculation and
Laplace smoothing are needed for testing the datgples. Each block is briefly explained in this @aprhe predicted outputs
were compared with the actual outputs to find tbeueacy and other metrics, followed by checking tlvbeall three hierarchies
are predicted or not. Once all hierarchies aresiflad, the process ends and the comparison ofehglts are done. The MNB
classifier makes the strong assumption that thdigia variables are conditionally independent gitiee class (Eyheramendy et
al., 2003).
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Fig 5 Block diagram for Change made in the customied MNB

The Figure 5 shows the actual change done in thergeNaive Bayes Classifier. During prior calcigiat probability of each
class in the data samples are calculated in tititlmal methods. But in the proposed system, tiebability of sub-class (child)
which does not belong to the class (parent) is.Zenty the probability of the sub-class belongiaghe parent class (result of the
previous cycle of classifier) is calculated. Thilg results are much better compared to the ablaide Bayes. This calculation
tremendously impact the overall output and perforeeaof the application. Additional advantage is ¢thédd-parent classes are
properly matched, and reduced logical errors indn@hical classification.

MNB model is simple to construct and is especigthpd for huge data sets and it is renowned to ofatpe even the most
advanced categorizations due to its simplicity.

The following is the flow of the customized Naivey®s: i) Calculate Priors, ii) Calculate Likelihgdd) Apply Laplace
Smoothing, if required, iv) Create dictionary ofnae and its counts or probability, v) Train and.tes

P(c/x) = M 1)
P(x)

In the Equation (1), the strong assumption of irhejence between classes is made. P(c|x) repréisemsobability of classes
with respect to predictor words or posterior pralighbwhich is need to be calculated. P(x|c) regamats the likelihood probability
and P(c) represents the class probability or ppimbability and p(x) represents the predictor pgiwobability or marginal
probability. Each feature can be multiplied to ¢je@ overall probability of a class in the given doent X. The marginal
probability is same for all classes, hence it ne@icko be considered.

P(c/x) = P(x /c)xP(x,/c)x...x P(x,/c)x P(c) )

The Equation (2) represents the probability of£kasn the document X, where the probability ofremord given the class is
multiplied to get the overall probability of theask. The class having the higher probability isréiseilt of the remark or text.

Probability of class (i) = (Number of counts witlags i)/(Total number of all classes) 3)

The Equation (3) represents the prior probabilitpmbability of class Likewise the probability of classes is calculat€tis
is the general procedure of calculating prior ie ttative Naive Bayes classifier. In the secondllef/é@ierarchy, the secondary
class must be belonged to one parent class. Thegmobability of other parent classes is maded).tl&e mismatching of child —
parent relationship is retained. In the proposetho@vlogy, the prior calculation is altered, whielsults in better accuracy.

The likelihood calculation for text classificatimshown in Equation 4.
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nl %
P(X1=><m><2=xm---mxk)=m|i'|n' (4)

The Equation (4) is used for discrete counts fdext classification problem. A multinomial distrithen can be used to
describe feature vectors in which each value indgthe number of occurrences of a phrase orléagve frequency, for example,
If there are n elements in the feature vectorsh @i¢chem can take on k distinct values with likelbd . Smoothing approaches
consistently increase performance on a varietyength problems (Yuan et al., 2012). The frequeraseld probability estimate
will be O if a certain class and feature value meagpears together in the training data. Becaus@tbbability estimate is related
to the number of times a feature's value has oeduifrhis is troublesome because when the prokiabiire compounded, it wipes
away any information in the other probabilities. @&sesult, it's common to include a small-samplestchent, known as pseudo
count, in all probability estimates to ensure thatprobability is ever set to 0. When the pseudantds one, this method of
regularizing Naive Bayes is termed Laplace smogth&s shown in Equation 5.

il
R.(j) =log7 + 3 log(L+ f,)log(R (i | j)) (5)

i=1

Equation (5), which represents the Lapalce smogtsivives the issue that, if a word appears agh@,ptobability of it
appearing again goes up. In order to smooth thisng the log of the frequency makes the efficiebejter. These 5 equations
provide the basic knowledge about Naive Bayes Modederstanding these 5 equations and its relatiotext classification
could help one to customize or re-tune the equdti@olve unique problems.

In the BERT model, the first and foremost stepnigarting or installing the components required BE#RT and different
variations of BERT are available based on requirdmerhen, the dataset must be converted from cosaparated values (.csv)
to tab separated values (.tsv) file. The dataes thndergoes masking and Next Sentence PredidtiSR) section, followed by
prediction of the data and performance analysie Masking and NSP is briefly explained in this eettThe flow of the BERT
employed in this methodology is shown in the figére

Pre-training of
BERT

Masking and 3 / instaiiation %\
Transformer Encoding A Of BERT J

NSP

Token Embedding |

< >

C > T ;
S
| | |

Converting.csvfile || prediction of the new
to tsvfile data

|
|
} Datasets
|

|
|
\
\
> Preparation of text

Fig 6 Block diagram for BERT procedure

The BERT procedure is depicted in Figure 6, in \Wwhire input word sequence is fed, and about fifigencent of the words
are progressively replaced with [MASK]. These [MASi{e then sent to the transformer encoder, aldtiyawvclassification stage
that assists in recognizing and substituting tH&&&SK] with key terms that are in context with theord sequence. The next
phase in the process is to forecast the followimgge, which requires two tokens: [CLS] and [SERLh of these tokens are used
at specific times, with [CLS] being employed at teginning of the text string and [SEP] being uatthe end. The next sentence
is detected using the Transformer design, whicimgba the output. The results from tokens are seghipdi the classification layer,
and the following sentence is predicted. The coatim of the block diagram for 3 classifiers emgdys shown in the figure 7,
which also shows the classifiers employed for déife hierarchies.
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Fig 7 Block Diagram of proposed hierarchical clas§ier

In the figure 7 BERT, a Deep Learning algorithnemployed to classify the first level of hierarcfye results of first level
automatically improve the further classes. InsteadNaive Bayes, which performs better in low nunsbef Data, BERT is
employed for better performance. The second and thivels of hierarchies are classified by Cust@uidNaive Bayes, which

performs far better than actual Naive Bayes.

4. Results and discussions

A confusion matrix is a table that displays hawelassification algorithm (or "classifier") penfios on a testing dataset with
known actual values. It visualizes how well an aiipon performs and allows for the rapid detectidnclass confusion. The
performance measures such as Accuracy, PrecisecalR F1-measure, Kappa Score are computed fhentanfusion matrix.
The True Positives, True Negatives, False PositwvesFalse Negatives need to be calculated for elask. From the values of
the confusion matrix, various metrics like AccuraPyecision, Re-call, F1-Score, and its averagegaleith the Kappa score are

calculated using the library sklearn.
It could be noted that metrics recall or precisiight reach a value of 1. But, to get the measuntrtieat represents both
Recall and precision, F1-Score is calculated. Bsedt penalizes extreme values, the Fl-measureogmpliarmonic Mean

instead of Arithmetic Average. The F1-Measure wlillays be closer to the Precision or Recall nurthwgris lower.

There are generally two of averaging:
i) Macro Average

i) Weighted Average.
The Macro Average is the arithmetic mean of thericetThe formula is given by Equation 6.

Macro-Average = (Metric 1 + Metric 2 + ... Metric k)/ (6)
Where,

k represents the total number of samples.
In equation 6, n indicates the number of Metricdeatti Macro averages only include the metrics, teightage of the metrics

have no significance in this equation. The macerage is calculated and shown in Table 1.
Table 1. Macro average of performance metriceséen customized MNB and BERT + customized MNB

Macro Average
Metric Customized MNB| Customized MNB + BERT
Max. Precision (%) 68.1 64.6
Avg. Precision (%) 55.8 57.4
Min. Precision (%) 31.1 49.2
Max. Recall (%) 47.8 55.3
Avg. Recall (%) 35.4 52.3
Min. Recall (%) 16.4 47.1
Max. F1-Score 0.531 0.558
Avg. F1-Score 0.400 0.535
Min. F1-Score 0.186 0.464
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From Table 1, it could be inferred that minimum mnaxm and average represents the macro averagelataos from
different datasets. The macro average represeetage without considering the samples. Also, itlddoe noted that BERT +
Customized MNB'’s average results are better contptar¢he Customized MNB.

The Weighted Average is the arithmetic mean, wirnctudes the samples of each class results in wedghverage, whereas
in Macro average, the weights are equal. The faarisugiven in Equation (7).

Weighted Average = (D1*MetricDocl + D2*MetricDoc2.++ Dn*MetricDocn)/(D1 + D2 + ...+Dn) (7
In Equation 7, Dn indicates the number of sampfedass n. The weighted average is tabulated inelrab

Table 2. Comparing weighted average of performamnetics between customized MNB and BERT + custochi4&lB
Weighted Average

Metric Customized Customized
MNB MNB + BERT
Max. Precision (%) 78.9 89.4
Avg. Precision (%) 73.9 84.9
Min. Precision (%) 65.0 81.7
Max. Recall (%) 78.4 90.7
Avg. Recall (%) 73.9 87.3
Min. Recall (%) 68.9 84.9
Max. F1-Score 0.762 0.897
Avg. F1-Score 0.712 0.854
Min. F1-Score 0.641 0.824

From Table 1 and 2, it could be understood thatwkehted average sets weightage for each sampliehvalso helps to
visualize the results clearly with the samples base weightage. The Accuracy, Computational Time idappa Score, which is

also a better performance metric of a classifishswn in Table 3.

Table 3. Accuracy, Kappa score and time taken Isyornized MNB and BERT + customized MNB
Customize BERT +

Metrics d MNB Customized
MNB

Max. Accuracy (%) 78.4 90.7
Avg. Accuracy (%) 73.9 87.63
Min. Accuracy (%) 68.9 84.9
Max. Kappa Score 0.687 0.856
Avg. Kappa Score 0.562 0.809
Min. Kappa Score 0.355 0.756
Max. Computational Time (s) 95.102 285.113
Avg. Computational Time (s) 92.537 263.343
Min. Computational Time (s) 89.509 249.918

From Table 3, when comparing Customized MNB andBBRT + Customized MNB, the Customized MNB'’s congtigtnal
time is faster, for classifying all three hieraehi The kappa score generally measures the agreelegmee between the two
evaluators, which also known as inter-rater relighiln order to propose a classifier as bestnitst be compared to other
classifiers. Hence, the native MNB classifier isigidered for the comparison of newly proposed @lass such as Customized
MNB and Hybrid classifier (BERT + Customized MNBJhe comparison scenario is given as follows: thiast is multiple
hierarchy in nature, each hierarchy has multipdssts with non-uniform distribution and each ckssociated only with certain
child-classes. The Customized MNB is compared with Native MNB, with respect to statistical measucalculated from the
accuracies. The Computation time for BERT is muddhér, other than computation time all other mstriavors the hybrid
algorithm. It could also be noted that the Kappares@nd Accuracy are far better than the customizi@. The reason for this
tremendous change is explained later in this sec@ther statistical parameters like median andd&ted deviation are calculated

and the calculated values are tabulated in Table 4.
Table 4. Statistical comparison of among MNB, cosfed MNB and BERT + customized MNB
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Statistical Computations Custo BERT +
Of Accuracy MNB mized = Customized
MNB MNB
Mean (%) 57.8 73.96 87.63
Median (%) 54 74.6 87.3
Standard deviation (%) 17.5 3.90 2.37
Computation Time (sec) 12.11 92.53 263.3
Maximum Efficiency (%) 83.9 78.4 90.7
Minimum Efficiency (%) 34.1 68.9 84.9
Maximum Error Rate (%) 65.1 31.1 15.1
Minimum Error Rate (%) 16.1 21.6 9.3

From the Table 4, only few metrics like time, mawim efficiency and minimum error rate favors MNB, thk other metrics
are in favor of Customized MNB indicating the perf@nce are better in customized naive Bayes. Iddoe noted that instead
of maximum accuracy or efficiency, the minimum e#incy always considered as the important metrgcadse, a classifier may
even reach an efficiency of 90% or above due to-Giver under-fit. Such classifiers may performgoan real world problems,

where each classification contains new sets of, detach completely differ from the training datasethe Table 4 is graphically
represented in Figure 8.

Comparing Native MNB, Customized MNB and BERT +
Customoized MNB Results

300

250

200

150

100

Statistical metrics from Accuracy (%)

50 —\ e \\\‘ - ‘
A ,

0 A\ a
o o o o 0 o N
d o o & ¢ & 1
& & © & © & 3
K S » «-\@ ) & &
N & & & N
& & < <
> © &
& & & & &
S N . & >
& & 4§ & N
R Sy W ~ W

Native MNB Customized MNB ====BERT + CUSTOMIZED MNB

Fig. 8 Comparison of statistical metrics between Nee MNB and Customized MNB

In the Figure 8, it can be seen that mean and meatia higher in customized MNB, whereas the stahdawiation is lower
indicates that the customized MNB is more conststkan Native MNB. The Minimum efficiency achieveg the customized
MNB is much better than the native MNB. Maximumi&iincy could not be a very good metric, becausmases like over-fitting
(the accuracy of the algorithm is more on trainathsets and the algorithm fitted mostly to theniray datasets).

A better comparison among three classes betweamwthelassifiers are compared and tabulated aseTabl

Table 5. Accuracy comparison among MNB, customig®B and BERT + customized MNB for different hierhres

Classifiers Accuracy/ Primary Class Secondary Class Tertiary Class
Error Rate (First level of Hierarchy) (Second level of Hierarchy) (Tertiary level of
Hierarchy)
MNB Accuracy (%) 57.8 40.2 41.3
Error rate (%) 42.2 59.8 57.7
Customized Accuracy (%) 73.96 51.1 60.2
MNB Error rate (%) 26.04 48.9 39.8
BERT + Customized Accuracy (%) 86.73 64.63 72.03
MNB Error rate (%) 13.26 35.36 27.96

In Table 5, the accuracy of customized MNB is brettten native MNB in all three hierarchies. Henteduld be said that
customized Naive Bayes wins over Native MNB. Bt BERT + Customized MNB results are much betten th& other two
classifiers. The Table 5 is graphically represefbedbetter visual comparison as shown in Figure 9.
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Hierachical Accuracy Comparison among Naitve MNB,
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Fig. 9 Accuracy comparison of MNB, Customized MNB ad BERT + Customized MNB for different hierarchies

From the Figure 9, it could be noted that the amtyrof customized MNB is higher in all three hietdes. Another
noticeable impact is reduction of error rate beeaafscorrect parent-child relation match, alsoasom for accuracy rise. Finally,
the Customized Naive Bayes is taken as a ML andBi&Ruded classifier as DL. The comparison of éheso classifiers with
respect to the number of data samples is graphttetiRigure 10. The reason for choosing the BEROustomized MNB (hybrid
Classifier) would be confirmed using the Figure Tthe comparison is done only for first level of lakechy alone, as the
influence of first level of hierarchy in overall ff@rmance is very higher.

Performance between ML and DL algorithms

= ML Algonarem (MKE)
== DL Agorithm (BEAT)

Fig 10 Comparison of two algorithms (DL and ML) with respect to number of Data Samples

From the Figure 10, it could be observed that Moltnial Naive Bayes, which is a statistical Machimarning Algorithm,
performs better with a lower number of dataset dasipAs the count of dataset samples increaseqetiermance almost gets
saturated. If the Deep learning Algorithm is naticéhe performance is comparatively little lowertla¢ early stage, but the
performance keeps on increasing with the increas¢hé number of samples, which indicates that BERTustomized
Multinomial Naive Bayes is becoming the right cleoi€o, a mix of classifiers yielded better restiies utilizing any one type of
classifier (Larkey and Croft, 2010).The sample tspnd outputs from the Google colabs is showhérRigure 11.

o datasetl.remarks[1]

[» '2ll lables found yellowish mark... need to be changed'

@
° y_test=y_test.tolist()
print (y_test)

C+ [as8, 16, 16, & 15, 15, 15, 18, 18, 18, 18, 18,

<M

(b)
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Fig. 11 Input (remarks) from dataset (a), Predictedbutput list (b), Overall result of three hierarchies saved as text (c) in Google Colabs

a

5. Conclusion

The text, which is the input for the classifigthe remarks of the defected Panel Boards foumthgl testing in the panel board
industry. The remarks of a defected Panel boarceatacted from the dataset (any text format), Wh& converted to comma
separated values (.csv) format and pre-processeasim of ML Classifier is used. For DL Classifiee{processing techniques are
not used, as pre-processing could lead to a lessiracy. The pre-processed data is then procéssetbkens and vectors by
techniques called tokenization and vectorizati@peetively, followed by training the classifier vithe processed text. The ML
classifier used is Native MNB at the beginning loé fpaper, the results are poor in the first le¥ehierarchy, as the level of
hierarchy increases the accuracy of the classiiereases. When classifying the second level oatuRy, the errors in the class
predictions are not logical, where the resultaritdcblass did not match with the parent class (jmes hierarchy) predicted.
Hence the Native MNB is customized to avoid thasgdal errors. Multinomial Naive Bayes is choserbtild from scratch to
solve logical errors and it also met higher accyimmmpared to the Native MNB. Then, customizing BER one such big effort
and needs time, as a result Customized Naive B@yemployed for the second and third level of highg, whereas the
combination of customized Naive Bayes with BERT it goal of higher accuracy. One more advantagBlotlassifier
compared to ML Classifier is that the performantéhe algorithm doesn't saturate like the ML algom. Finally, the algorithms
are compared with various metrics and the bestritiigo finalized in this methodology is the hybriERT + Customized Naive
Bayes Classifier, which met the primary goal of thient who is a Panel Board manufacturer and metdbjectives of this
methodology such as better accuracy, better coripog time and reduced cost. The resources, softwesed in this
methodology are open source in nature, and colfibsrg high-processing speed are also free to Heace, the combination of
BERT and customized Naive Bayes is the conclusidhis paper.
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