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Abstract 
 

   In approximately the past 25 years, the number of people suffering from Parkinson’s disease doubled. As of 2019, a survey by 

the World Health Organization (WHO) showed that 8.5 million people across the globe were affected. Parkinson’s disease is a 

brain disorder that causes uncontrolled, unintended movements such as shaking, difficulty in balancing, etc. A subset of 

Artificial Intelligence, Machine Learning algorithms process large data sets, identify patterns, learn from them, and execute tasks 

autonomously. Owing to the amount of data generated by each patient in the healthcare department, the amalgamation of the two 

fields - Machine Learning and Healthcare, led to great advancement in research and development. In this paper, we identified the 

presence of Parkinson's disease based on the report of a given individual. The aim was to create a holistic approach for 

identifying the presence of the disease and determining the best-suited algorithm by implementing and comparing various 

algorithms. In order to achieve this, three machine learning algorithms – SVM, XgBoost and Random Forest were employed. On 

comparing the results, XgBoost proved most efficient with an accuracy of 92.308%, recall of 94.340%, precision of 92.593% 

and F1 score of 96.154%. 
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1. Introduction 

 

For a Parkinson’s disease patient to receive the required treatment, the proper identification of the presence of the disease is of 

utmost importance (Sathiya et al., 2021). Early diagnosis also plays a very crucial role in the treatment of the disease since 

methods of treatment such as levodopa and carbidopa prove to be more effective when implemented in the earlier stages and lead 

to better results in curing the patients (Wang et al., 2022). The diagnosis of Parkinson’s disease is primarily on the basis of medical 

observations along with examination which includes a variety of motor symptoms.  

   Traditional methods of diagnosis do not always prove efficient since symptoms are subjective to a patient, thus the diagnosis 

relies on the evaluation of movements that are sometimes too subtle for the human eye to gauge and classify, leading to improper 

classification which can in turn affect the line of treatment the patient receives. The early non-motor symptoms of Parkinson’s 

disease are not very severe and the true cause may be misinterpreted, making diagnosis at an early stage challenging. Diagnosis at 



Morparia et al./ International Journal of Engineering, Science and Technology, Vol. 15, No. 4, 2023, pp. 26-34 

 

27 

 

an advanced stage can lead to the loss of almost 60% dopamine in the basal ganglia, which is responsible for controlling the 

movement of the body. In order to mitigate these challenges, machine learning methods are employed for the classification of the 

disease ((Li and Wang, 2017: Shamrat et al., 2019; Sharna, 2021; Lamba et al., 2022; Zhang, 2022). In this paper, we have used 

three different algorithms which can be compared based on accuracy in order to determine the best-fit algorithm to serve the 

purpose. The proposed algorithms are - XgBoost, Random Forest Algorithm, and Support Vector Machine algorithm 

(Abdurrahman and Sintawati, 2020). 

   Super Vector Machine is one of the most popularly employed supervised machine learning algorithms, which is mainly used in 

classification problems in machine learning. With the help of this algorithm, it shall be effortless to add new points to the 

appropriate category after splitting an n-dimensional space along the best line or decision boundary (Shetty and Rao, 

2016). Random Forest Algorithm is another popularly used supervised machine learning algorithm. It is based on the principle of 

ensemble learning, which is the method of combining several classifiers to solve a critical challenge and enhance the model's 

overall performance (Fang, 2022). XgBoost Algorithm is employed in supervised machine learning which is an implementation of 

gradient boosted decision tree. All of the independent variables that are fed into the decision tree are given weights, and the 

decisions are created in a sequential format. The outcome is then predicted by the tree. In the following sections, we are going to 

learn about the Literature review, methodology, dataset, and the result of our work. 

 

2.  Literature Review  
 

   To lower the computational cost, Sathiya (2021) employed the feature selection approach in the preprocessing phase while 

applying fewer voice features and Recursive Feature Elimination to discover key relevant features. 188 Parkinson's patients who 

provided the data for this study were both men and women between the ages of 33 and 67. The control group consists of 64 

healthy people ranging in age from roughly 41 to 82 (23 men and 41 women). To extract clinically useful information for the PD 

assessment, the speech recordings of PD patients were processed using a variety of speech signal processing algorithms with time-

frequency features.  

   In a study, Gomathy et al. (2021) detected Parkinson’s disease using voice. With an accuracy of 73.8%, 60% of the 24-column 

dataset was used in training the built model while 40% was employed in testing. The status column with 0 and 1 as the entries 

where 1 shows the people suffering from the disease while the 0 entry indicates the normal condition. Shetty and Rao (2016) 

differentiates Parkinson’s Disease patients from a dataset consisting of gait features of Parkinson’s disease, unaffected, healthy 

controls, Amyotrophic lateral sclerosis (ALS) and Huntingtons disease (HD). The study effectively separates Parkinson's disease 

from other neurodegenerative diseases using a Gaussian RBF-based kernel and an SVM classifier with seven feature vectors. The 

study uses a dataset of 64 patients, where 15 suffer from Parkinson’s disease, 20 from Huntington's disease, 13 from ALS, and 16 

are healthy controls.  On training the model an accuracy of 83.33% is achieved. For every 8 patients, the classifier correctly 

identified 6 patients, thus leading to a 75% true positive result. Fang (2022) examines the effectiveness of identifying patients with 

PD from speech signals. Various acoustic parameters, such as prosodic and segmental features, are extracted from speech in order 

to diagnose patients with early-stage Parkinson's disease (PD) using the random forest classification (RF) algorithm. The 

identification accuracy of speakers with early-stage PD was 75.6%, which was higher than that of auditory assessment by 

neurologists. 

   The aforementioned research papers have all employed only one method of training a particular dataset which makes it difficult 

to evaluate the accuracy of a given algorithm on that particular dataset. Thus, keeping the dataset constant, our research aimed to 

find the best-fit algorithm for the used dataset. Therefore, 3 proposed algorithms were used to train the given data and the ac 

curacies of each were compared.  

 

3. Methodology 

 

In this study, three different algorithms have been employed. Random forest Method, XgBoost, and SVM are the three methods 

that have been used. The accuracy of these methods is compared in order to achieve the best result through the proposed 

algorithms.  
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Figure 1: Methodology 

 

3.1 Random Forest Classifier: 

 

   The first proposed method of classification is Random Forest Classifier, which is a supervised ensemble learning technique.  It is 

an extension of the bagging (bootstrap aggregation) technique, where the final output is determined on the basis of majority voting 

applied on multiple subsets of sample training data. It rectifies the high variance problem associated with decision trees. 

 

 

 
 

Figure 2:Random Forest Classifier 

 

Following are the steps involved in building a random forest: 

1. Create N bagged samples of size n, where n<N 

2. Train a Decision Tree with each of the N-bagged datasets as input.  

3. Pick a smaller number, M features, from the training set's features to perform a node split. Gini Impurity is used to 

determine the optimal split. 

4. Aggregate the results to determine the final prediction. 
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The importance of each node is determined using Gini Impurity as follows: 

)()()()( jrightjrightjleftjleftjjij CwCwCwn         (1) 

Here, ijn denotes the significance of node j, jw  is the weighted samples reaching node j, jC  is the impurity value of node j and 

left(j), right(j) are the child nodes from the left and right split on node j respectively. 

The Support Vector Machine classifier was the second approach used. SVM – Super Vector Machine is a popular linear model for 

classification as well as regression problems. It is a widely used method of Supervised Machine Learning. The basic concept of the 

SVM Algorithm is to create a line or hyperplane which separates the given data into classes. 

 

3.2 Support Vector Machine (SVM) 

 

The Support Vector Machine classifier was the second approach used. SVM – Super Vector Machine is a popular linear model for 

classification as well as regression problems. It is a widely used method of Supervised Machine Learning. The basic concept of the 

SVM Algorithm is to create a line or hyperplane which separates the given data into classes. 

 

 
Figure 3: Support Vector Machine 

 

It is a supervised kernel-based approach that examines known class data first before categorizing unknown test samples. There are 

two types of Support Vector Machine Algorithms - Linear and Non-linear. The simplest SVM classifier is the linear one, which 

divides instances into two halves and maximizes the width of the gap between them. An SVM develops a hyperplane in an infinite 

dimensional space that is used for regression or classification. A hyperplane with the largest spacing and closest training data 

points is the classifier with the lowest error. The data points that help create this hyperplane are support vectors. 

 

3.3 Extreme Gradient Boosting (XG Boost) Classifier 

 

   The XgBoost algorithm was the third method used. Extreme Gradient Boosting, or XgBoost, is a decision tree-based algorithm. 

The XgBClassifier, an implementation of the scikit-learn API for XgBoost classification, can be imported into a project from the 

XgBoost library. In this approach, we generated a model using an XGBClassifier utilizing the Python packages sci-kit-learn, 

NumPy, pandas, and XgBoost. The dataset was loaded, the features and labels were obtained, the features were scaled, the dataset 

was split, an XGBClassifier was created, and finally the accuracy of our model was determined. Our accuracy increased to 94.87% 

as a result, which is excellent given the project's high amount of code lines. XgBoost training takes O(tdxlogn), where t is the 

number of trees, d is their height, and x is the number of non-missing elements in the training data. Prediction for a fresh sample 

takes O (td). The ensemble tree algorithms XgBoost and Gradient Boosting Machines (GBMs) both use gradient descent 

architecture to strengthen weak learners. On the other hand,XgBoost improves the fundamental GBM framework through 

algorithmic improvements and system optimization. 

 
Distinct Characteristics of XgBoost: 

1) XgBoost allows you to penalize complicated models using both L1 and L2 regularization which aids in the prevention of 

overfitting. 

2) Missing values or data processing techniques like one-hot encoding cause data to become sparse. The sparsity-aware split 

discovery method used by XgBoost addresses various types of sparsity patterns in the data. 

3) When the data points have equal weights, the majority of tree-based algorithms currently in use can locate the split points 

(using the quantile sketch algorithm). They are unable to manage weighted data, nevertheless. For efficient handling of 

weighted data, XgBoost offers a distributed weighted quantile sketch technique. 
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4) XgBoost may exploit the CPU's many cores for quicker computation. A block structure in its system architecture makes 

this feasible. Blocks are in-memory containers for data storage and sorting. This approach, unlike others, allows for the 

reuse of the data layout over successive rounds rather than having to compute it from scratch. 

5) Non-continuous memory access is required in XG Boost to obtain the gradient statistics by row index. As a result, XG 

Boost was developed to make the most of hardware. The gradient statistics are stored in internal buffers that are created 

within each thread to achieve this. 

6) When managing large datasets that cannot fit in memory, the out-of-core computing functionality maximizes the use of 

the disc space that is available. 

 

 

 
 

Figure 4: XG Boost Flowchart 

 

 

4. Dataset Used  

 

The dataset used (Little et al., 2009) consists of a range of biomedical voice measurements from 31 people, 23 with 

Parkinson's disease (PD). The columns correspond to voice features such as frequency, jitter, shimmer, etc. and each row 

corresponds to one of 195 voice recordings from these individuals.  

 

 
Figure 5: Graph of Frequency vs Density 
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The dataset distinguishes healthy individuals from those with PD according to the ‘status’ column which has values 0 and 1 

corresponding to individuals who are healthy and those with PD respectively. Fig 3. Illustrates the distribution of average vocal 

fundamental frequencies for both patients with Parkinson’s Disease and healthy individuals. The ‘name’ column is dropped as it 

possesses no predictive power. The continuous numeric variables are on different scales and need to be appropriately scaled to 

bring all values on a uniform scale. 

 

 
Figure 6: Visualisation of feature correlation using a heat map 

 

 

5. Results 

 

Table shows a comparative study of the accuracies, recall, precision, and F1 score of the algorithms. The performance 

metrics are calculated based on the following values:  

TP: true positive; FP: false positive; TN: true negative; FN: false negative. 

 

 

  100(%) 





FNTNFPTP

TNTP
Accuracy        (2) 

 

 

To calculate recall metric – which is the ability to predict the positives correctly: 

 

  100(%)Re 



FNTP

TP
call          (3) 

 

To calculate precision – which is the measure of the proportion of correct positively predicted labels. 

 

   100(%)Pr 



FPTP

TP
ecision         (4) 

F1 Score is calculated as the harmonic mean of precision and recall values calculated above. 

100
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recallprecision

recallprecision
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Table 1: Comparison of accuracy of algorithms 

Method Accuracy Recall Precision F1 Score 

XgBoost 92.308 94.340 92.593 96.154 

SVM 87.1795 92.063 93.548 90.625 

Random 

Forest 
88.136 95.455 89.362 92.308 

 

XgBoost proves to be the best-suited algorithm for the given dataset with an accuracy of 92.308% with high recall and precision. 

The accuracies of SVM and Random Forest Classifier are 88.136% and 87.1795% respectively. Although Random Forest has a 

better recall, SVM demonstrates better precision. As a result, the Random Forest Algorithm falsely classifies more individuals to 

have PD when compared to SVM. 

 

 

Figure 7: Confusion Matrix for XgBoost 

 

 
 

Figure 8:Confusion Matrix for SVM 

 
Figure 9: Confusion Matrix for Random Forest Classifier 
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6. Conclusions  

 

   Parkinson's disease affects the central nervous system (CNS) of the brain and, unless identified early, has no cure. Late detection 

results in no treatment and death (Nishat et al., 2021). As a result, early detection is critical. To detect the illness early, machine 

learning methods such as XGBoost, Support Vector Machine, and Random Forest can be used efficaciously. We successfully 

analyzed the operational processes of three algorithms and recorded their parameters, allowing us to carefully classify them from 

various angles and identify the algorithm that is most flexible to a range of scenarios. After analyzing our Parkinson's disease data, 

it was observed that XGBoost is the best Algorithm for predicting disease progression, allowing for early treatment and possibly 

saving a life. 

 

Nomenclature 

Cs Saturation concentration of dissolved oxygen in water (mg/L). 

Ct Concentration of dissolved oxygen in water at any time ‘t’. 
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