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Abstract

Due to increase in complexity of systems, failtate is increasing in real time systems. A failara system can occurs due to
presence of fault. A fault can be transient, infgant or permanent. In this paper we propose &happroach for transient
fault recovery with energy minimization. A faultystem may cause a failure. Fault tolerance approsalised to correct
functioning in the presence of fault. DVS (Dynamvoltage Scaling) is responsible for energy minirtima in a system by
adjusting the voltage level and clock speed dynalfyicEfficiency of DVS depends upon available &ldicne. Experimental
result shows that proposed algorithm is more sldtfdy transient fault recovery with energy miniaion.
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1. Introduction

Real time systems are highly dependent upondaskiline. Efficiency of these systems are depeonti®nly on task deadline
but it is also depend upon their correct functignifihe real time system can be divided into twegaties: hard real time system,
in which missing the deadline may cause a failuré soft real time system, in which missing deadtimey be consider. Most of
these systems are time critical systems operatauih prone environmental conditions. Faulttoléreomputing techniques are
used to achieve correct result. Fault tolerancméshanism to provide correct functioning of syst@ser program and system
software) in the presence of fault (Pradhan, 1986)the system is hard real time system, it is@&sethat the task complete its
functioning before deadlines even in the preseffidaudt. Fault tolerance approaches are needeinia ¢ritical systems to ensure
dependability in harsh environment conditions. Ehate many approaches which have been investifatéalult tolerance. Some
of them are active replication, checkpointing, agplogs, etc provide different tradeoff in runtiroest in the absence of fault.
Checkpointing is very common approach for tolefaémsient fault in the system. At each checkpdim¢, system checks the
correctness and save the result ina secure def/edault is detected, the system rolls back ® phevious checkpoint instead of
complete re-execution and resumes normal exec(ltiaret al, 2010).

These systems are also energy constraint betheidgetime of these systems depends upon baliferyEnergy is also main
issue for most of the real time devices. It is vemycial due to limited power backup. Energy canmaaged by dynamic power
management (DPM) in real time systems (Huah@l, 2009). DVS (Dynamic Voltage Scaling) is very plgsuand most
effectively approach used for energy minimizatidhe energy minimization can be achieved by dynalljisgaling the voltage
and its corresponding frequency (Woomseok et @220

There are many fault tolerance and energy mization approaches have been studied separately.i®¥W8t considered for
fault tolerance and fault tolerance is not congddopr dynamic voltage scaling. In this paper, hbthapproaches are combined to
find a suitable approach which can be effectivededifor fault tolerance and energy minimizationulE#olerance approach is
combined with DVS to achieve fault tolerance andrgy efficiency.

Rest of the paper is organized as follows. Téated work with motivation is presented in sectibrProblem is described in
section Ill. Section IV includes models and assuomst used. The proposed algorithm is presenteddtion V. Section VI shows
the results and analysis of this paper and firgdigtion VII concludes the paper.
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2. Motivation and Related Work

As most of real time systems working in crucial d@iions are highly depend upon time with most cleaoicoccurrence of fault.
These systems should be fault tolerated system thathf a fault occurs in the system it can bedbash on running time. There
are several approaches for fault tolerance prop@sedany papers (Dima et al, 2001). Most of therapphes are based on
checkpointing to tolerate transient fault. The majonsideration is to adjust the intervals betwekackpoints to reduce energy
consumption. The checkpoint interval is the duratlmetween two consecutive checkpoints. The checkpaterval can be
reduced by increasing number of checkpoints. Thetesy is more accurate in fault tolerance if thexemiore number of
checkpoints. Many approaches have been proposdihdiimg optimal number of checkpoints (Zhang et24l03). Checkpointing
and rollback recovery are used to improve the béitg and availability of fault-tolerant computingystems. The main problem
of checkpointing is how to determine strategiesdptimal placement of checkpoints. The performaoicthe system is depends
upon placement of checkpoint. The system will beremefficient and reliable with fault tolerance ifi @ptimal number of
checkpoints have been applied. The number of cluateg affects the execution time, task response tand expected cost
(Izosimov et al, 2008).

Energy is also the concern in real time systemmeSof the time critical system working in remoteas with no power supply,
where battery is only the energy source or shortdgmergy supply we need to minimize the energysamption. The energy
consumption will increase to execute a faulty tasksystem will consume more energy to re-executettisk (Melhem et al,
2004). This energy consumption can reduces by applyuitable energy management scheme. Dynamic pom@eagement is
best approach used for real time applications. DYySamically adjust the supply voltage and its cgpmnding frequency to save
the power (Pillai et al, 2001).

If voltage V is applied for execution with f clodkequency then energy consumption E can be expidsgeusing given
equation.

E=Vif

By scaling the voltage on various voltage levefgrgy consumption can be managed. If a task runomgaximum voltage
and have available slack, then by reducing volt&agrgy can be saved.

Earliest Deadline First (EDF) and RM (Rate monatprsicheduling approach are used for schedulingtie®l task. EDF is
most efficient dynamic scheduling approach. EDFsdnet provide any fault tolerance mechanism andggnenanagement
scheme. EDF is responsible for scheduling real tamk dynamically. These tasks are aperiodic inmeatAperiodic task are those
which can arrive any time in a system. Every apbcitask have <ai, ei, di>, where ai is arrivaldigi is execution time anddi is
deadline of the task (Alam et al, 2014). Due tohhagcurrence of transient fault in a system, wesi®r only transient fault
recovery. A transient fault can be recovered usiimg redundancy. In time redundancy the faulty tastoll back or re-execute
during running time. In this paper, we propose aergy efficient approach which can tolerate tramisi@ult in real time
applications with energy minimization.

3.Problem Description

In real time critical applications, fault toleranagth energy minimization is a big issue. Many fadlerance approach has been
proposed but fault tolerance is not be able to marergy consumption. There are some energy maxeag@pproaches which
are not capable for fault tolerance. The main is¥uhis paper is to minimize the energy consumptigth fault tolerance in real
time applications.

4. Modelsand Assumptions

Real Time Task Model: The task model consist a set of aperiodic task{Tr's, T,, ... , T, } having their respective deadline,(db,
....d,). The task are considered non-preemptive and teagemplete the execution before deadline. Wesicien at least one task
arrives at time t=0. The tasks can start the exatuatfter its arrival and it has to finishes itseution on or before deadline. The
system is hard read time system which have hardlidea The tasks are independent and having its warst case execution
time on maximum speed. Each task consists of thegameters <&,d>, where ais arrival time of task, ;eis worst case
execution time at full speed angdisldeadlines. The uniprocessor is considereddioeduling the tasks. Initially we only consider
only one task in the task set at time t=0, and sitae of the first task can be considered at Odacah be assumed as the time
interval in which the task can be executed. Thikzation of system can be calculated using u=edd. tatal utilization of system
is equal to sum of utilization of each task.
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Energy Model: DVS is used for power management. In this voltasgdynamically adjusted for running the task. Thare Vi
maximum voltage level and,¥, minimum voltage level. A task has to execute betwthese two voltage levels. The voltage is
managed in such a way that the task finishes gswion on or before its deadline. At different glypvoltage level V = {\}, V,,
V3,...Vy}, where each voltage level is associated witltdsesponding speed gives discrete power consumptiere are discrete
frequency levels on different supply voltage levelBhe energy consumption for each task is depepds supply voltage and
frequency.

The energy consumption of a system can be find bliplying execution interval and energy consumptjger unit time. ifg is
the energy consumption per unit time and N is ttexation interval then total energy consumptigiEan be calculated as

Ewoa(t) = N * Eg(t)

The energy consumption is calculated for each iddad running task. As energy is a constraint, \&eehto minimize the energy
consumption. So check the available slack for tining task. If a task running on maximum voltageel may have some
available slack. By applying DVS, we adjust thetagé level such that the task finishes on its deadind energy consumption
can minimize. This energy minimization can be aebitby reducing voltage level and check the scladddlity of task. If a task
is schedulable with low voltage yields the energyimization. If a fault tolerance approach is apgliin the system then a
scheduler has to check the fault and adjust theagellevel accordingly. Schedulers always thinketie some fault in the system
and work accordingly. A task will be schedulabldydhavailable energy is greater than total conedmenergy. If a task does not
have sufficient energy to execute a task thenc¢heduler will hold the execution till sufficientemyy available.

5. Proposed Approach

Fault tolerance and energy efficient approach ésgnted in this paper. A transient fault arriva isystem can be tolerated on run
time using checkpointing interval. But it can’t dsfor energy minimization. We propose an energiciefit approach for fault
tolerance. We applied the EDF approach for schedulie task on the scheduler. EDF approach isegplisuch a way that most
of the tasks have scheduled. We also consideatlierecovery in that system and schedule the task.

The worst case execution time is calculatedefeh task. Here we consider at least one aperiaslicarrives at t = 0 and the
tasks are aperiodic. We check the deadline ofrdlled tasks and arrange them with their deadiinascending order. At time t,
we check the schedulability of the minimum deadlimek on the system with maximum voltage leveth# task has slack then
reduce the voltage level using DVS. Again applysbkedulability of and check the acceptance oktistem. If it is finishing on
or before deadline the task is schedulable. Otlserekecute the task on same voltage level.

As energy is also the concern then before statt execute a task at time t, check the avaitglif energy to execute that task.
If it has sufficient energy then executes the tagk fault tolerance approach and calculates tlndenergy for this task. After
finishing the task execution again calculate thailable energy for next task by subtracting thardemergy from stored energy
and continue the same process.

Proposed Scheduling Algorithm

Task scheduling in proposed algorithm is depenas weadline of task. The task which has minimundtiea will be scheduled
first. The algorithm also considers the energy late. It checks the available energy for executibiask. If a system does not
have sufficient energy then scheduler will not stthe the task for execution. If a system has siefficenergy for execution then
the scheduling is able to run. We start schedwingnitializing at least one task arrives at tirs@,tand if more than one task has
arrived then select the task having minimum deadbircause the task is consider as higher pritagtk which has minimum
deadline. Apply optimal number of checkpoints faulf tolerance and then check schedulability. & thsk is schedulable with
fault tolerance, then available slack is also ckdckf there is available slack after fault tolerarthen apply DVS for reducing
energy consumption. Then calculate the energy dmiexecute that task. If finish time of that taskess than or equal to its
deadline, then the task is schedulable with faldrance.

Input: (T1,T2Ts,...... T,), D=deadline, A=Arrival Time
Output: Task Scheduling with fault tolerance and energyimizeation
1 Fortask set T={JT,,Tg,...... Th
do
2 find minimum deadline task as highest priotitgk and apply EDF scheduling algorithm
3di < min{d;: Tibelongs to T} // select task from task set at t=0.
4 Set task ;Thas minimum deadline for execution and n optimathber of checkpoint with r = 1 as overhead.
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5 WCET :P_I-' Py n_1 + jbelongs toThi ]
I/l B= power at which task executed, decreasing theagelpower will decrease, m and n are number ofkgioéat applied
on higher priority task and current task respetive, are higher priority tasks.

6 CalculateEroat = N = E¢ (N is interval of task execution)
7 If there is slack available for the currenktas

8 Apply DVS to minimize energy consumption

9 Print task is schedulable with minimum energy

10 otherwise, task is not schedulable.

6. Results

Table 1 shows the results shows the schedulalbifitask with fault tolerance with energy consumptibet us consider the task
set of four task <0,2,15>, <6,3,25>, <6,4,25>, afih,38> with their arrival time, execution timedadeadline of each task. We
write the code in C++ and check the schedulahiftgach task without fault. We find the worst cagecution time of each task
and then check the schedulability. We also cheelathailable energy in the system to execute the fastask will be schedulable
if there is sufficient energy in the system.

Table 1: WCET with fault and without fault inet system.

ale| d| n| WCET WCET

(No fault) (With fault)
0|2|15| 2| 2 5
63|25 2] 9 20
6|4| 20| 2| 6 13
7|16 38| 3| 15 31

Results shown in table 1 are in both the case# (aitlt is proposed approach and without faultisteng approach). All the tasks
are schedulable because the WCET of all the taskkess then deadline of each task. We apply teekghoint policy to tolerate
fault and the table also shows the optimal cheakpioir each task individually. We also check thergy consumption of each
task and check the schedulability. Using our predaspproach we can say our proposed approachtés ben any other existing
approach. Figure 1 shows the simulation resultsotti existing and proposed approach. WCET witlfandt is existing approach
and WCET with fault is proposed approach.
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Figure 1: Task scheduling with and without fault



122 Kumar and AlanV International Journal of Engineering, Science and Technology, Vol. 7, No. 3, 2015, pp. 118-122

7. Conclusion

The algorithm we have proposed is more efficientolerate fault with minimum energy consumption. \8heck the execution
time with fault and without fault. In most of thases the tasks are scheduled. We presented thaldofon finding worst case
execution time of individual task. We have alsoathtéhe energy consumption in each case. The emangyumption is low in our
proposed approach. The simulation result showsathtdsks are schedulable in the presence of.fault
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