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Abstract

This paper deals with selection of appropriate xig technique applied on MySQL Database for athezdre system and
related performance issues using multiclass supator machine (SVM). The patient database is igdigehuge and contains
lot of variations. For the quick search or fastiesal of the desired information from the datahaisbecomes exigent to select
and implement the appropriate indexing techniqualtiass SVM is proposed to be the optimal solutas SVM could be
trained with patient datasets to select the apmtspindexing method in the database of MySQL. Belmdex is directly
applied in most of the cases but other indexinfprigpies such as Bitmap and Hash are also usedrasqeérement. Using
SVM, corresponding to the given search parametemformation, retrieval of information from the fient database results in
quick retrieval of required information in the mimim processing time. Various SVM based methodsdiie against one, one
against all, and fuzzy decision function are impeted for classification on standard electrocandiog(ECG) datasets chosen
from the University of California at Irvine (UCl)aEdiac Arrhythmias database. Suitable SVM methdoetaised is highlighted
in the result section. Depending upon differentieavalues of ECG dataset, the SVM is trainedlémiify which categories or
classes the given data points belong to. In théasinvay appropriate indexing techniques will béested in the case of health
care system application by using multiclass SVMfé&st retrieval of patient data. If the findinge anade an integral part of the
hospital system it could facilitate quick and eastyieval of patient information, doctor informatiohospital information etc.
from any hospital as per the requirement. Headtle system applications will be developed as femt in .Net whereas, back
end as database in MySQL.

Keywords: B-tree indexing, MySQL, Support vector machine a8nsard.

1. Introduction

Networking of the hospitals in today’'s world@ssential and necessity of the society. It inciedise accuracy and speed of
patient information circulation which results inttee services for patients. It also enhances thekiwg efficiency of the hospital
system (Hassadt al., 2004; Liuet al., 2006). The central idea behind developing sudplication is to obtain, store, analyze,
process and usage of patient information that amsceith the doctors, hospitals, laboratory tests k requires administrator to
generate a 10 digit unique patient-ID at registrattounter in a hospital. The smart card to beeidsa the patient containing his
basic information like name, address, phone no.vath unique patient ID Information related to thatient like doctor diagnosis,
test reports, MRI, CT-scan images etc will be stdarethe databases of the hospital server as pepdtient ID for future usage.
For example in quick diagnosing the illness of ¢hacerned patient. While visiting to the hospital freatment, patient will need
to carry only smart card and the administratorhef lhospital or the doctor will use this smart cdmebugh card reader to extract
the patient related needed information. The caigdhformation need to be stored and retrievedutlinca database management
tool. MySQL is preffered because it is widely usexk, fast and reliable open source relationallzlega management tool. It is an
extensible, open storage database engine whictvalultiple variations such as Berkeley DB, InnoDMEap and MyISAM.
MySQL integrates seamlessly with a no of prograngndmguages and other web based technologies.l{Ctharsystem demands
for fast retrieval of patient data and this hightgjthe importance of the selection of appropiiadexing techniques to be used in
MySQL. Training of support vector machine is doraesdd on existing patient database and its corresmpfiavoured indexing
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technique to predict and thus, select the apprtepniaethod of the indexing for the chosen searclarmpater in the given
application. Multiclass SVM based methods basgjcafisign labels to instances, where the labelsli@awn from a finite set of
several elements. This is achieved by reducingsthgle multiclass problem into multiple binary dégation problems where
each of the problems yields a binary classifiericlvlis expected to produce an output function gnads relatively high values for
cases belonging to the positive class and relatilal values for cases belonging to the negatias<l| Three well-known SVM
based methods to build such binary classifiersaare-against one (OAO), fuzzy decision function (fFRRd one-against-all
(OAA), where each classifier distinguishes betwera of the labels to the rest and between everygpaiasses respectively. For
the classification of new instances in cases of QiAses winner-takes-all strategy, in which thess of the data is assigned by
the classifier with the highest output function. aievhile the care is to be taken that the outputtfans are calibrated to produce
comparable scores. In the classification by OACraagh, it makes use of max-wins voting strategyyliich each of the binary
classification assigns the instance to one of weedlasses, as such giving a vote to the assiglasd,@and finally the class with
most votes determines the class of the given instafio illustrate the selection of appropriate kidg technique in MySQL,
classification has been done using support vectmhme on ECG dataset and results have been pighpose

This paper is categorized into 9 Sections. An oeenof the health care system is dealt in sectioBextion-3 discusses with
the problem formulation of the health care syst€he methodology to tackle with the existing heakliine problem is presented in
section-4. Various findings observed are organiredarious cases and mentioned in section-5. Itise6, we briefly review
SVMs for multi classification. One-against-one, Zyzdecision function and one-against-all is briedyplained in section-7.
Results based on SVM implementation on a stand@&@ Hataset are stated and discussed in sectioma8llyf- in section-9,
recommendations are suggested based on the olisasvat

2. Literature Review

The requirement for automation systems in hospdals health centers are gaining more and more tapce in the present
scenario (Kohli and Verma, 2010). A patient migavé his registration in different information syate As per the requirement it
is important to have the sharing of patient infdiioya possible between different parties withoutagng any of his privacy
constraints and other related problems. The primstraints of patient-data were discussed ineR€#©94). Marschollek and
Demirbilek (2006) describe an application systeat #mploys the new German Health Card to providiechnical solution for
tracking patient pathways. The aim is to improwe flbw and availability of health care informatiathaet al. (2009) surveyed all
acute care hospitals of American Hospital AssamiatiThey determined the presence of specific eaittrrecord functionalities
and the proportion of hospitals that had such systi their clinical areas. They also examinedriiationship of adoption of
electronic health records to specific hospital abteristics and factors that were reported to heidva to or facilitators of
adoption. A systematic review of the literature vpesformed to examine the impact of electronic theatcords (EHRs) on
documentation time of physicians and nurses anddéotify factors that may explain efficiency diféarces across studies
(Poissantet al., 2005). Liuet al. (2006) proposed the usage of smart card forrgjattie important information of the patient.
Nowadays varieties of smart cards are availablmamket. These cards have proven to be quite coenttbkens in terms of
identification and authentication in day to dayhaties (Lockett, 2003). Depending upon the requieat, different types of smart
cards can be used to store the patient informg@@ampbell and Stoupa, 1990; Scherrer, 1995). Radimess to their health care
record (EHR) and web based communication betweéienis and providers can potentially improve thaldy of health care
(Hassolet al., 2004). Many Electronic Health Record (EHR) systefail to provide user friendly interface due he lack of
systematic consideration of human centered compusisues. Such interfaces can be improved to peog@by to use, easy to
learn and error-resistant EHR system to the u3ergvaluate the usability of an EHR system and esiggrea of improvement in
the user interface was discussed in (Saitval., 2010). Kimet al. (2001) and Weed (1991) came up with a clientveseagent
that allows access of a portal to the every peeahithformation system of the hospital that cong$BACS, RIS and HIS via the
intranet and the internet. Query optimization in 3@L is discussed in (MySQL paper). Classification dience selection of
appropriate indexing technique is needed in MyS@Qitlie smooth functioning of the healthcare sysidrite requiring minimum
time for processing, which could be implementechgismulticlass support vector machine (Rifkin ancawthu, 2004) and
(Bredensteniner and Bennett, 1999). This has bésusbed and explained further in this paper thuats) implementation on
ECG dataset. It is an emerging technique whickeblfy implemented around the world.

3. Problem Formulation

3.1: If a patient is registered in one hospital anégnation and retrieval of patient information ist possible in the hospital
system then while taking the consultation with docpatient may easily forget to inform about hés/allergy to the medicine and
thus, may not be able to explain the previous mneats properly which might result in incorrect mrgstions to the patient.
Keeping this in mind a web based application irears card based online health care system is h@iogosed. The proposed
system is shown in Figure 1, which can be founkohli and Verma (2010). The servers for the hodpitdath very high technical
configuration are required. All the servers of bospitals should be connected with the centralsagdler of the hospital through
internet. A very high bandwidth dedicated intereeise line must be used for the system. A smadt ea@der / writer unit needs to
be attached to each computer of the hospital syském proposed health care system would be loaaedl the servers of all the
hospitals. These hospitals will be connected vieaiet and internet. The patient smart card steoese important information
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like unique patient ID, name, sex, date of birtleol group etc. As per the patient-ID, patient dietéke treatment prescriptions,
test reports, images like MRI, CT-scan etc. haventstored in the database of the hospital serveth® basis of stored details of
the patient, doctor can prescribe the proper meelidror fast retrieval of patient data differerdering techniques have been
proposed in MySQL. Appropriate indexing techniques been selected using multiclass support vectehima MySQL tuning
has been used while designing the on line heatth ©stem.

Network System for City 1

Department -1 Department-2 Deparment-Kth

Other Departments of Hospital Smart Card
R

: } Hospital-1 |

- — y [ = 1 = — -
K | Hospital-2 “ Local Server of Hospital in the city w Hospital N |
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[ Network System for City 3 ]

Figure 1. Smart card based on line health care system

3.2: An application, Smart card based online healtle system has been developed that can serve maximomber of hospital
and provide a platform for their interaction. Asr ke application, the system will generate thdepatiD that is unique for
maximum possible time interval. It will store patieinformation optimally and maximum possible timEo increase the
performance of the application, we have considéredollowing technical aspects.

* Normalization of tables.

e Maximum utilization of memory.

* Imposing necessary constraints on tables.

» Selecting best possible structure for queries.

» Tuning and optimizing queries.

» Optimal selection of join order and join algorithm.

* Managing insert operation to reduce load from serve

* Front end should be strong enough to reduce basicfaults and provide easy interaction.
e Speed up the DML (insert, update, delete) operation

4. M ethodology
The proposed application is implemented as fadlo

The patient will provide basic information througimart card (having 10 digit patient ID and persdnfdrmation) at
registration counter where it will be uploaded ¢over. The smart card will store patient ID andspeal information like
name, address, DoB etc. of a person.. Patienés fitay be in one of the two forms; image or PDFages are stored
separately in image tables and PDFs in PDF talhlesd tables contain Image ID and PDF ID and thescudption.
Image ID and PDF ID will be stored in their respeetables as foreign keys that may be in Patiectat or Patient Lab
or in Patient-Room Tables. All the patient relate@rmation will be on a centralized database serse the movement
of files is not required. The required files fomparticular patient & their lab test report & imag@sescriptions, scan
document & diagnosis reports can be retrieved ftentral database server. Accessing the informaétated to patients
will be controlled by various levels of access cohand it will prevent the unauthorized accessrfrthe data base. By
normalizing the database all possible redundamndgiébe removed
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Optimization is covered at application design ledetabase design level, memory utilization & ojtation of queries
for accessing the data base.

Few points about the optimization are as follows:

* Application is studied well and requirements areniified. These requirements are categorized oactlg¢vel and
respective tables are created to store that infilomaAfter that database is normalized up to BOBByce Codd
Normal Form) level and 14 tables are created.

» Size of attributes (their respective data typesyither minimized in order to compact record sige that maximum
number of records can be stored in a single dage.p8elected queries are designed to handle ailpjessearch
criteria.

» Indexes are created to speed up above read aEtestdata base IDs are minutely studied to fintwloat possible
values different attributes can take and what cdidcthe size of tables. Considering both the fackdash, B-tree
(clustered and non-clustered) and Bitmap indexepesposed.

» Order of attributes in composite indexes are sthidised justified.

» Every hospital should have day to day patient mfmtion locally to improve the performance particiylan cases of
frequent insert and update operations.

» Due to monotonically increasing nature of patidbtthere is always a problem of unbalancing of R:thedexes.
Index portioning & reverse key indexing is proposedet rid-off this problem.

* In a multi-table join queries, we have studied tia¢ure of the table & depending on the charactesigif the table,
their order will be pre-estimated. MySQL queriestiican also be given to optimizer to follow thedey to achieve
the optimal performance.

» Properly joined algorithms are justified in respezicases and hints are given to optimizer.

» Selecting the most optimal execution path by thénoper is the time consuming process. By giving tints we can
reduce the time taken by the optimizer up to sawell

e To improve the DML operation by the hospital we toykeep the data initially at the local serverisTecheme
reduces load from central server and problem gfueat unbalancing of index structure is also rerdove

» Every day a particular time is selected to updatetral server by collecting information from locsérvers
automatically. The operation to refresh the cerstealer may be made more frequent if required.

» Transaction log is permanently off at central sea@we don't need any log for recovery becausthalinformation
are at the local server and can be reproduced/easil

» All primary key, foreign key constraints are remdvieom central server as those constraints aredyrehecked at
local servers. So there is no need to revalidageatteady validated information. It results in imped data loading
performance at the central server.

» For updating central server we recommend to udedanpy and bulk insert schemes.

5. Findings

In this paper we have discussed few cases on ttabake where out of 14 tables, 4 tables storermatdated information,
which are,
» Patient stores registration information of patient.
» PatientDoctor stores doctor related informatioe likseases, etc.
» PatientLab stores test report of patients.
* PatientRoom stores Room IDs, daily charges and etitrbutes of room where patient is admitted.

5.1 Case 1. Strategy for retrieving patient information based on patient ID attribute: B-Tree is a tree data structure that keeps data
sorted and allows searches, sequential accesgjonseand deletions in logarithmic amortized tiftdée have two kinds of B-Tree
indexes: Clustered and Non-clustered. A table @artain only one clustered index and any number af-BMustered indexes.
Clustered index is better for columns with fixedesand unique values, PatID attribute satisfiesalugiteria but PatID attribute in
PatientDoctor, PatientLab and PatientRoom is fordigy so these tables may contain more than oreeddor one PatlD. For
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these tables Non-clustered index is preferrechildase B-Tree index gives better results thaerdttdexing Techniques. It gives
optimal results for insert, update and read opamati

5.2 Case 2: Strategy for retrieving patient information in drigl tables and day tables:We do not insert newrdecin original
table but store it in some day tables. Those piatihat got registered today will be treated by tidytes. And rest by Original
tables. Late night at a particular time day takleords will be deleted and merged in original tableéhe day table will be ready to
hold new records from the next day morninghash index stores key value pairs based on a pseudmmginohg function called
hash function so in such cases hash indexing is used in origatake as it gives better result. And for day tabhes further
optimize read access over B-Tree index as it owarecoverflow situation. We perform all data ins@mntin original table at some
fixed time and also maintain all index structurethat time.
B-tree indexing will be implemented on day tables.

Original tables and day tables will be used ifofeing manner.

If (Date of registration== System date) then
Fetch records from Day Tables;
Else
Fetch records from Original Tables;

5.3 Case 3: Strategy for retrieving patient information based on multiple attributes as patient name and Date of Birth (DoB): We
retrieve patient data using two attributes i.eigmdtname and Date of Birth (DoB). Indexing alsspeind upon the order of
attributes. For patient name we are using variaizie asvarchar and for DoB we are usirgnalldatetime of fixed size. When we
are searching patient data by using this combinatien first we have to search for the PatID fréva Patient table and rest
process remains the same as in the normal quetyrriRey back to the problem of order of attributes,index works good with
fixed size attributes and DoB attribute of 4 byitesize suits for it. Hence, order should be DoBofged by patient name. But
this order will not fit to our application due tolowing reasons.

The DoB may hold 365 different dates for a yeanwdf assume average life of a person as 75 yeansib8 may contain
75*365 = 27375 set of unique values. If we coved ¥8ars scenario then this set will hold 36500 uaigalues. A patient DoB
will take one value from this value set. If we takay first four characters of name attribute tlitecan generate 26*26*26*26 =
456976 unique values. This set is 12 times largan DoB set. But most combinations of this set fma@yassumed as garbage
names so the actual name set will always less 27&75. The another benefit of taking name attritagehe first column for
indexing is that while comparing imhere clause if its first byte does not match with tistfbyte in the corresponding database,
then comparison of further bytes will be skipped &nwill be taken over to the next value in themaattribute. But in case of
DoB, all the four bytes will be checked every tingm searching of exact record set by name attrivltebe easier and faster.
More over if index will be generated on name attréthen it will be useful for other queries basachame.

Clearly, as {PatName, DoB} format is preferred o{®oB, PatName} format; BTree index becomes moseful than Hash
index for the same. Since we have already creatisteced index on PatID of Patient, the only optifihfor Index Architecture is
to create a Non-clustered index.

5.4 Case 4. Strategyfor retrieving patient information based on disea#ieibute: If we have to find number of patients of a
particular disease. Disease information is storitkd patient registration details in patient tablidis attribute will hold a particular

value from a list of disease that may contain fésease names. Since we have small number of distiges, bitmap index must
be used as bitmap indexes uses bit arrays and egeeses by performing bitwise logical operati@msbitmaps.

5.5 Case 5: Strategyfor retrieving patient information based on Tes#firibute: If we have to find out number of enrofréor a
particular test. This information can be found bg TestID attribute of TestBooking table. Thisihtite also hold less data that is
some ID from a fixed set of TestID’s. Here alsoniip index should be used.

5.6 Case 6: Strategyfor retrieving patient information based on Docibttribute: If we have to find out the number attipnt
under a particular doctor. This information canftaend by DoctorID attribute of PatientDoctor tablénis case is similar to test
and disease forecast. So again bitmap index mussddel.

5.7 Case 7: Strategyfor retrieving patient information based on HospidaDoctorID, LablD and TestID attributes: Indeorf
other select queries

» Retrieve hospital details.
* Retrieve doctor details.
* Retrieve lab details.

* Retrieve test details.
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Above information’s will be retrieved from respe&tiHospital, Doctor, LabDetails and TestDetailddgabAll the above tables
have large number of records and new records wilupdated time to time. Here Non-clustered B-Trekex should give most
optimal result for select, insert and update opanat

5.8 Proposed indexing scheme: As per casel to case 7, the propasdéxing scheme for health care system will beasTable 1.

Table 1. Proposed indexing scheme

Table name Attribute Indexing scheme
PatID Hash
Patient PatNgme, DoB BTree
Disease Bitmap
. PatID Hash
PatientDoctor DoctorlD Bitmap
PatientLab PatID Hash
PatientRoom PatlD Hash
TestInfo TestID Bitmap
Original Tables Hospital HospitallD BTree
(At Central Server) Doctor DoctorID BTree
LabDetails LabID BTree
TestDetails TestID BTree
Patient PatiD BTree
PatName,DoB BTree
PatientDoctor PatID BTree
( AtDL?)}é ;’Iasb Ieer\s/ er) PatientLab PatID BTree
PatientRoom PatiD BTree

6. Support Vector Machine

SVM are strong classifiers in the field of mamhiearning and we will be using SVM based oneragaill method for finding
the best indexing technique in the given applicat®VMs were designed for binary classificationd @s algorithm can be better

understood with a mathematical explanation and ej@ras discussed in (Liet al., 2008). Let S={(% ¥:0¢ Y. %%} be a

training set wher % are m-dimensional attribute vectc ¥i ¢ {-1, +1}, ¥i=-1, and ¥ = +1 for class 1 and class 2, respectively.
According to (Vapnik, 1995), the SVMs classifiedisfined as follows:

D(X)=w®(x)+b=0 1)

where ®™ is a mapping functiorW' is a vector in the feature space, and b is aiscala
To classify the data linearly separable in theuigaspace, the decision function satisfies th@falig condition:

Y (W®(X)+by=1
for i=1..] 2)

Among all the separating hyper planes, the agtiseparating hyper plane with maximal margin betwevo classes can be
formed as follows and as shown in Figure 2:

. 1
minJ(w,b)==w'w
w,b 2 (3)
subject to (2). If the training data are nonlingagparable, the hard margin constraints are rdlaydntroducing slack variables
¢ in (2) as follows:

Y, (Wex)+b)21-¢

£20
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Margin

Figure 2: Linear separating hyper planes for thiasgble case. The support vectors are circled.
In order to obtain the optimal separating hypengJave should minimize
. 1 14
minJ(w,b,&)==ww+y=> &
wb.&)=7 yzgc‘. . 6)

As per (4) and (5), parame1y‘ determines the tradeoff between the maximum maagehthe minimum classification error. The
optimization problem of (6) is a convex quadratiogram and can be solved using Lagrange multiptiethod. By using

Lagrange multiplier:%; and B (i=1,2....1), the Lagrangian function can be constructed Bsvis:

Lwb.a .&.5.)=IWb4)

| |
= a i Welx)+o-1+&} - A& @)
i=1 i=1
According to the Kuhn-Tucker theorem, the solutibithe optimization problem using Largarngian fumetis as follows:
|
W= ay@x) 8)
i=1

The training example(vai) with nonzero Lagrangian coefficier @ are called support vectors. By solving the follogvionvex
guadratic programming problem, we can find @ zoefficients.

1l T |
max| Eiéljélyi yj ((P()ﬁ ) W(Xj ))aia'j +i§1ai] 9)
subject to
leaiyi =0, for i=1.., (10)
O<a <y, for i=1.1_ (1)

By substituting (8) into (1), the classifier candigtained. Given new ing* f (X) | can be estimated by using (12 f(¥ > 0, the
sample belongs to class 1; otherwise class 2 as,

f(x) = sgn{z ay, He(x )" [p(x)) + b} (12)

where

X>0
sng)= {7
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In (12), the pair wise inner product in the featspace can be computed from the original data itemsywsikernel function
(Aizemanet al, 1964), (Saitoh, 1988) and the kernel function lsardenoted by

K(x %)= @x)" [gAx) . (13)
L] ® 2 o
. &
L ] ._|_ o
» . @ n+ ]
® o
- ® -] + o
L] + @ o
. =]
.

Figure 3: A classical RBF network finds the centerBRBF nodes by k-means clustering (marked by crosses).

A classical RBF network and an SVM with RBF kesnetes RBF nodes centered on the support vectors (gjriceedthe data
points closest to the separating hyper plane (theceg¢line illustrated) is shown in Figure 3. The typikarnel functions include

polynomial kernel functions and radial basis functiRBFs). In this way f(X) can be rewritten as follows:

0 =san{>ay, K (g )+b} (14)

7. M ulticlass Classification Algorithm

The multiclass classification problem refers to aseiymiach of the observations into onekafasses. In this section, we have
introduced the one-against-one, fuzzy decision foncéind one-against-all methods. The figures depittiagnethods discussed
in this section can be found in (Abe, 2006). At firgg, introduce the one-against-one method.

As discussed in Liet al. (2008), let us assun S={0% ¥.(% ¥ (%)} is a training set, wherX OR™ and ¥ (L 2,...K ), For
the one against-one method (KreRel, 1998), one reedisterminek( ~1/2 classifiers for theK - classes problems. The optimal

hyperplane with SVMs for clagi ;against clas J is

D, (X) =w ¢(X) +h, =0, i<jl<j<k, i<k
where W' is a vector in the feature spa ®) is a mapping function, a b is a scalar.
Here the orientation of the optimal hyperplane ifingel as per the following equation:

D, (%) =-D; () (15)
7.1 One-against-One method
For the input vector, one computes
k
Di (X) = Z Sgn@u (X)) (16)
j#i,j=1
and classifie X into the class
argmaxp; &),
i=1,..k (17)

7.2 Fuzzy Decision Function Method

To overcome the unclassifiable region, the FI¥hmod based on the one-against-one scheme wadungd (Vapnik, 1995) as
shown in Figure 4. For the input vec X the 1-D membership functi m; (), ] =12,...K) in the directions orthogonal to the
optimal separating hyperplarPi ¥ =0 is defined as follows:
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1, 1< D; (x)
m; () ={ D; (), other\llvise (18)
In Vapnik (1995), the membership functicM(X) are given by
m () =miny; () (19)
j=L,..k
Using (18), sample x is classified into the class
(20)

Figure 4: Fuzzy decision function method basedmmagainst one scheme

7.3 One-against-all method

For ak class problem, the one-against-all method constikiSVM models. Thath SVM is trained with all of the training
examples in théth class with positive labels and all other exarmpléth negative labels. The final output of the -against-all

method is the class that corresponds to the SVM thié highest output value (Debnath, 2004). Thyssdiving the optimization
problem in (3)-(5) using all the training sampleghe dataset, the decision function of ittheSVM is

D(x)= W.Tﬂx) +h
The input vectok will be assigned to the class that correspondiseidargest value of the decision functions.
The class ok = 2'911X0: &)

j21

8. Results and Discussion

Usage and implementation of SVM for the selectaf appropriate indexing technique in hospitalteys can be further

elucidated through an example. Here, for the impletation of SVM based methods we have taken tmelatd multivariate ECG
dataset which is chosen from the University of foatiia at Irvine (UCI) Cardiac Arrhythmias databdg®hli et al, 2010) and
thereby used results (Murphy and Aha, 1998) to kmiecand validate our proposed theory. The experisn@ere conducted on a
personal computer with 1.5 GHz CPU and 1 GB of RAMtially this database contained 452 instances 2r9 attributes, of
which 206 attributes are linear valued and the aestnominal. But owing to the presence of manysimisvalues and also zero
valued columns, it became imperative to preproesegkresize the dataset while maintaining the riitialand relevance of the
dataset. Thus, columns containing all zeroes amasing values were removed first from the datdséibwed by the removal of
rows having missing values in the dataset and rafmivclasses having insignificant number of instm This resized the dataset
to total 377 instances and 166 attributes, disteithunto 6 classes with class 1 referring to ‘ndfB&G, class 2 to 5 referring to
different classes of arrhythmia and class 6 refgridb the rest of unclassified ones. Table Table Kohli et al (2010) shows
different arrhythmia classes with number of ins&mbelonging to each of the classes in the dataset.
All the SVM based methods taken here were traingddif of the total dataset chosen fairly from thain dataset ensuring
representation of all classes present in the redquiercentage. The remaining half of the main éataas used for testing and
analysis purpose. Table 2 in Koldi al (2010) shows the representation of each of thesetaf the training and the testing
datasets.

We applied the SVM based methods using GaussiarekeFhe kernel paramet? and the regularization parameter lambda

A in the Gaussian kernel were empirically optimizedrable 2 (Kohliet al, 2010) and Table 3 (Kohét al, 2010) respectively,
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by minimizing the error rate on the validation d&tain order to obtain the best accuracy rate imgeof percentage and thus
ensuring better classification of the arrhythmitadat.

For the classification of a data through SVM, thare various methods available by which SVM caintigemented. We have
chosen three well-known and widely used SVM baseathads, one-against-one, fuzzy decision functiod ane-against-all
methods for comparison purpose. It can be obsefreea the classification results of arrhythmia in @@ataset that SVM based
one-against-all algorithm shows the higher perggntaf accuracy rate and thereby better tendencglassify data more
accurately. The SVM was trained and optimized kassifying the dataset at vario? values. That particular configuration of
the system is chosen or th? value is fixed for computation in testing at whitite highest percentage of accuracy rate is

obtained; and next, the system was optimally caygetiby classifying it again at varioA values. The range of values taken for

T and A values are, 0=[27,2°,2%,.....,2 .2 andA=[2",27°,2%,.....,2 ,2 ]|t is found that though one-against-one and
fuzzy decision function are quite popular methodS¥M classification but in terms of performancehigalthcare system dataset,
one-against-all dominates over all other metho@sl disr comparison in ECG classification. Clearl3Zmethod results in the
highest accuracy rate but in general, the very laigturacy rate is difficult to obtain. This could Hue to the presence of a
particular class sweeping maximum share of numbeérstances in the total dataset. This reflectsftinther potential of OAA to
give even higher results in cases of ECG datasétiswore uniform distribution, thereby ensuringtbetraining of the system.

Table 2. The accuracy rate (in %) w9 value

No. g OAO FDF OAA
1 2’ 62.77 62.77 62.77
2 2° 62.77 62.77 62.77
3 2° 62.77 62.77 62.77
4 2" 62.77 62.77 62.77
5 2 62.77 62.77 62.77
6 2 62.77 62.77 62.77
7 z 62.77 62.77 62.77
8 2 62.77 62.77 69.15
9 z 69.15 62.77 72.87
10 2 64.89 62.77 68.61
11 2 62.77 62.77 63.30
12 2 62.77 62.77 62.77
13 Z 62.77 62.77 62.77
Table 3. The accuracy rate (in %) wA value at bes? value
No. A OAO FDF OAA
1 2 3.72 62.77 68.09
2 2° 3.72 62.77 68.09
3 2° 3.72 62.77 68.09
4 27t 54.26 62.77 73.40
5 2° 69.68 62.77 72.34
6 2! 69.15 62.77 72.87
7 2° 69.15 62.77 72.87
8 2° 69.15 62.77 72.87
9 2* 69.15 62.77 72.87
10 2° 69.15 62.77 72.87
11 2° 69.15 62.77 72.87
12 2’ 69.15 62.77 72.87
13 2° 69.15 62.77 72.87

In the example discussed here, the SVM is traireskth on ECG dataset having data of different kofdarrhythmias with
different features and the new test data is preditd belong to a particular arrhythmia categorseldaon its classification results
obtained by the SVM based method. In the same veagne proposing SVM technique as appropriate imgdetéchnique for the
considered database. Like various arrhythmiasénB6G dataset taken here, the patient dataseteaisists of various different
categories based on their characteristics. Thergganerally various search parameters based orhwideval of patient data
could be required. The retrieval may be neededhenbaisis of patient name, patient DOB or may bé¢herbasis of particular
disease name, etc. In the existing technique feritifiormation retrieval from the patient databaseMySQL, the indexing
technique B-Tree is fixed for all cases. Thus, & use SVM classification to categorize the MySQlatlase and thus select the
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most suitable indexing technique correspondinchtodiven search parameter and thereby use thatartindexing technique
for information retrieval from the patient databaisstead of directly applying B-Tree index for argse of indexing it results in
quick retrieval of required information in the mimim processing time. .

9. Recommendations and Future Work

This paper presents selection of appropriate imdgtéchnique in MySQL for the proposed hospitatesysand its performance
issues are discussed using SVM technique. Herehave proposed the implementation of different imdgxtechniques in
accordance to the Table 1 for quick and easy xetrief patient information. In the beginning, SVBlsupposed to be trained with
data pertaining to different indexing techniquebeTcorresponding appropriate indexing is obtain@dgumulticlass SVM and
thus selected for further processing and requinddrmation retrieval. The outcomes in the case GGEdataset taken above
clearly indicate that among various SVM based nathone-against-all could be preferred for impletagon purpose to obtain
results with higher accuracy. Retrieval of patidata is faster after implementation of suitableekidg techniques, i.e. Hash
indexes, Bitmap indexes and B-Tree indexes in theesponding cases instead of directly using onyr& indexing in the
MySQL. In the future, the modified SVM based methaeill be proposed for selection of appropriate xidg technique in
MySQL to make the information retrieval processrefaster.
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