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Abstract 

229 

The effects of violation ofbasic assumptions on spurious regression with Time Series data was carried out The 
requirements of establishing non-robustness of a Time Series regression ~o~el, id~ntification of s~urious 
regression through formal process were illustrated with foreign exchange ofNtgena, Umted state ofAmenca and 

Great Britain. 
It was found that violation of these assumptions play an important role in determining if a spurious regression 
emanates from the statistically related model for reliable predictive purposes. 
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1. Introduction 
It is well known that, if auto correlated errors in time series regression equations are ignored, problems 
arises involving inefficient parameter estimates, invalid significance tests and sub-optimal results when the 
fitted equations are used to derive forecasts, 
Newbold and Davies (1978). Spurious regression have a long history in statistics, dating back at least to Yule 
(1926). Yet another is econometric example of alchemy reported by Hendry (1980) between the price level 
and cumulative rainfall in the U.K. 
The latter "relation" proved resilient to many econometric diagnostic tests and was humorously advanced by 
its author as a new "theory" of inflation. 
Therefore, spurious relationship, referring to a correlation induced between two variables that are casually 
related but both dependent on other common variables. This is accomplished either by improving the function 
of time as a repressors or by subtracting a function of time from all series used. 
Granger and Newbold (1974) shows that this phenomenon occurs when independent random walks are 
regressed on one another and warned that spurious relationship may be formed between the levels of 
trending time series that are actually independent. Philip (1998) and Wayne (2003) developed tools for 
understanding and analyzing spurious regression in modeling and forecasting fmancial theories. 
Nevertheless, the above named authors and many others had employed ordinary least square (OLS) method 
to estimate the parameters of the equation: 

y; =a+ px, +E, eqn (1) 

Where a, is a white noise, and t =1, 2, . .... ... .. .. .... .. ,n. 
The regression model in eqn ( 1) is predictive; as such it is vital to measure the error inherent in the analysis 
processes as it affect the variable involved. . 
In this wise the error terms are indeed very basic in the stochastic assumptiom made about specified 
regression model. 
Among such assumptions are that the error terms (4); 

i. Are random variables 
ii. Are normally distributed with mean zero i.e. 4 = N(O, iz"Z) 
iii · Posses same variance (homoscedastic property) for all x; 
iv. Exhibit no serial correlation (absence of autocortelation). 
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(5) To further confirm the removal of residual autocorrelation, AR (I) diagnostic check is 
performed. Given that an estimated autocorrelation coefficient to be sign ificantly 
different from zero, its absolute value should exceed 2/?N, where N is the number of 
observation utilized in the analysis. Evaluating to be 0.20 I and none of the estimated 
autocorrelation co-efficient and partial autocorrelation coefficients is greater than 0.2 in 
absolute value and the correlograms shows less swing around to time axis. 

(6) Ex-post Forecast analysis 
I. The scatter plot is less dispersed . The time plot of the actual and forecasted values 

of the model shows better forecast patter and the forecast residuals are better 
spread to even out. 

fl. The improvement in the forecast is determ ined by performing the Mean Absolute 
percentage error (MAPE) analysis to compare between OLS and ARC I) model 
forecast estimates. The expression for determining the MAPE is given by 

MAPE= - L (?/4 / 0)+./ (7 / 4 /0)+./ X 100%. 
[ 

1 k InDN - InDN ] 

k j =l InDNc7 r.:. ,o)+.l 

Where k = no data point used for ex-post forecast 
OLS=28.05% and AR(l)=l5.35% Estimation improvement is 12.70%,this is quite encouraging. But the 
magnitude of 15.35% is still regarded very high, which is not yet satisfactory as a forecast error. 
~ummary of inference AR (1) 
In general , the AR( I) estimation model provided a better goodness of fit measure , removed the serial 
correlation and some worth improves the forecast , however the MAPE measure of the AR( 1) mode~ 
suggest that the estimation process can sti ll be improved upon by specifying another model. 

Partial Adjustme11t Model (PAM) Specijlcatio11 
Following the quest for estimation improvement, a simple partial adjustment model is specified as below: 

lnDNr = 170 + rplnDNr-t + 1J/nDPr + &r 

Result and deduction from PAM Analysis 
The estimated mode is: 

lnDNr = 0.923 + 0.762DNr_1 - 0.599/nDPr 

I) The estimated value of the regression coefficient 171 improved although still 

economically insignificant. 

2) The adjusted R2 value further improved 0.703, DNr_1,DPr contributes significantly to 

the estimation of DNr, Hence the model is a better fit. 

3) The Durbin-Watson, jarque-Bera and Breusch-pagan test values gives positive estimation 
measures. 

4) The residual time plot shows much tapered swing about the time axis, indicating residual 
autocorrelation. 
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Ex- post forecast Analysis 
I. The scatter plot is quite dispersed indicating non linear relationship. The time plots of the actual 

and forecasted values of the model shows a bad forecast pattern and the forecast residuals 
consistently remain negative. 

II. The MAPE analysis to compare between OLS, AR (1) and PAM forecast estimate is given 
as OLS=28.05%,AR(l)=l5.35% and PA!\1=27.52%.The estimation improvements are 12.70% 
and 0.52% respectively. 

From the result, the PA.i\1 specification provides very little improvement in the forecast estimate with a value 
less than 1 %. 
Summmy of Inference (PAM) 
The PAM specification improved the statistical estimation process very well, relatively large values oft­
statistics and adjusted R2 with nonnally distributed error terms, equal variance and no problem of serial 
correlation, however the forecast were as bad as that of the OLS model specification. 

T bJ 1 R 1 f h al d d I . fi a e esu to t e an yze mo e spec1 1cat10ns: 
Xteristics/model OLS AR(l) PA.J.\11 
Goodness of fit Bad Good Better 
Serial correlation Present Solved Absent 
Forecast Bad Good Bad 

Table 2: Economic and statistical relevance of trade-off between the models analyzed. 
Mode OLS AR(I) PAM 

Economic Meaningless Meaningless Improved 
(model parameter) significantly 

Statistical Poor Improved Poor 
(Model forecast) significantly 

Tables 1 and 2 are summary of result from the three specified models. 

3. Summary and Conclusion 
The two· models AR (1) and PAM are specified to improve the OLS model, but they give contrasting 
economic and statistical improvements. TheAR (1) provides improvement which supports statistical theory 
of regression analysis, while PAM improved the economic requirement; hence the research is put in a trade 
off condition. Should he favor improvement along statistical theory or economic theory? 

Let us pause to consider the suitability or otherwise of variables in the models analyzed. So far. the 
attempt is estimating exchange rate of USS to Nigeria N with that of exchange rate of USS to Great 
Britain pound, or put in another form, we are trying to explain a major financial economic factor of 
Nigeria relative to that of two entirely different economies i.e. that of the US and Great Britain. This is an 
"antipodal" theory of financial economy. The explanation of the influence of US$ on Nigeria economy 
with that of the influence of USS on Great Britain economy is indeed economically meaningless, though 
may be statistically significant. 
In this context the standard statistical criteria for evaluating an estimation equation does not ensure 
meaningful relationship, although they may be statistically convincing, tllis is exhibited with the goodness 
ofiit wllich is getting better with the different models, despite lack of true economic relationship between 
variables in the regression equations. 
We can thus come to the conclusion that instead of trading off between statistical and economic theories, 
the true relationship between variables is not ascertain by the goodness of fit and goodness of forecast 
measures as had been demonstrated, this is an indication of spurious regressions. Therefore, the result 
presented in this paper suggest that inference and forecast in regressions involving economic time series 
can be greatly affected by error structure assumed. We would hope that economics analyst will consider a 
wider range of possible modeling structures than has been the case in !he past. 
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