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InDN = 77, + mlnDP, e, eqn.(2)
Where DN, = the exchange rat¢ of TUSS to Nigerian M ESIE AR ¢
DP, = the exchange rate of 1USS to Great Britain pounds. . . . e g W
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The data collected for analysis is for daily exchange rate, of whlch 99 are u fg{'
tegtession wisdeld specifed White' 12 data’'points are uséd for' éxpost forecast anaIysrs
OLS Estimation Process 3 ks s peRiR
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3) Testing for Normality of Errors
Using the Jarque-Bera Test

H,:e are = N
H, e, arenot = N
J-B value =24.96
X100 =599  Reject Hy if J-B>5.99

H, is rejected, hence the errors does not follows a normal distribution.

From the Normal Probability Plot below, the deviation fom normality of the errors is
confirmed.

4) Testing for Error Homoskedasticity
Using the Breusch-Pagan test procedure, the hypothesis tested are:

H, :e, are homoskedasticity
H, : e, are not homoskedasticity

B-P value =13.33
Xfoos =3.84 Reject H, if B-P >~ 3.84

H, is rejected, hence the errors are homoskedastic.

5) Testing for Autocorrelation:
The hypothesis to be tested is

H o - There is no autocorrelation of residuals

H , - There is autocorrelation of residuals

The Durbin-Watson statistic is 0.442 from the procedure involved in the performance of the autocorrelation
test, from the table at 5% significance level, H_is rejected, this implies that there is a serial correlation of
errors problem.
From the above result this three basic stochastic assumptions are shown to be violated in the estimation
process and the expected consequence are as numerated earlier. Next we shall explore the effects of these
violations (if any) on the model, if it can be ascertained that the analysis of the model will indeed lead to
spurious regression. The process requires examining the specified model with various relevant properties to
identify a spurious regression situation. '
Preliminary Analysis of Data Structure
The chart shows the time-plot of natural log transformation of the exchange rates data for each of the
variables in the specified model.
The chart shows a near stationary trend movement for DN, while for DP a pronounced upward trend
movement is indicated. The data series for the two varlables can be said to be non- stationary though at
varying degree.
Result and deduction from OLS model analysis
In addition to result, the following can be observed.
(1) The time-plot of actual and fitted (OLS) model reveals lack of good fit, (The time plot of residual
values) actually appears to be serially correlated with large swing around the axis.
(2) The Ex-post Forecast
The chart indicates in general a bad forecast resulting from estimations based on the specified
model.
The identified problem of serial correlation of errors and bad Ex-post Forecasts points to the need for
a) The removal of serial correlation effect, which may have influenced the forecast result.
b) Further exploration of the data analysis technique to improve on its estimation result, at least
economically.
The process of improvement on the analysis is done by spec1fymg another model.
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The AR (1) Model Specification

The attempt to solve the problem identified in the OLS estimation of the earlier regression model requires
the specification of an AR (1) model,

Box and Jenkins (1970), as stated below:

InDN, = 5, +nInDPE + pv,_, +¢,
Where u, = pv,_| + ¢, is the residual of the OLS model.

&, Is a white noise process.

Result and deduction from AR (1) model analysis
The estimated model is:

InDN, = 4.030 - 2.092/nDP, + 0.7650,_, + &,

1) The estimated values of the regression coefficient 77,andn, are obtained with very

little change. the regression coefficient of the AR residual term is significant encugh
to stabilize the estimation process.

2) The adjusted R? value improved considerably to 0.698, DPandv,_,

i

Contribute

significantly to the estimation of DN, , hence The model is a better fit.

3) The Durbin — Watson value of 1.870; implies that H, is not rejected. The serial
correlations of error term have been removed.

4) The chart reflects a better model fit. The residual time plot shows
less swing around the time axis, further confirming removal of residual
autocorrelation.
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