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ABSTRACT

This article develops a Bayesian test for equality of scale parameters of several
exponential distributions. The null distribution of the test statistic is approximated by the
chi-square distribution using heuristic reasoning in conjunction with the Wilson-Hilferty
transfomation for the chi-square random variable. The accuracy of the chi-square
approximatiori‘ of the test statistic and the modified likelihood ratio statistic is examined
and their powers compared using Monte Carlo simulation. The proposed test is found to
be comparable to Bartlett’s modified likelihood ratio test in terms of accuracy and power.

A numerical example is included to illustrate the applications of these tests.
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1.0 INTRODUCTION
In this paper we consider the problem of testing the equality of scale parameters of
several two-parameter exponential distributions. The probability density function (pdf) of

an exponential distribution with location parameter 6 and scale parameter P is given by

fx;0,0) = %exp {—%(x -0)} cereeeereteresensereseesetesseaenesensensesenesanns ]

Where: co<B<o and 0<B<co. Suppose Xj;<Xp<...<Xj; denote the first r; ordered
observations in a random sample of size n; from an exponehtial distribution havihg the
pdf f(x; 6, Bi), i=1, 2,...,k where f(x; 0, B) is as given in équatibn 1. We also assume that
these k samples are independent of each other. The joint pdf of the r; smallest sample.

observations X;;<Xi;<...<Xjy, is given by
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(Epstien and Sobel 1954).

The problem is to test the null hypothesis Ho:1= Po=...=Py against the alternative H,:
Bi=P; for some i=j. We first note that (2) is also the likelihood function of the k samples.
We can see that for any B;>0, (2) is maximized for 6;=X;, which is the largest value 6; can
take for i=1, 2,...,k. We then obtain the maximum likelihood estimates for the scale
parameter under the null hypothesis and in the entire parameter space as
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where

% k
T, = (X, - X,)+(n ~r)X, ~X,) and r=3r,
j=1 i=l
The likelihood ratio criterion for testing Ho against H, is then given by
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(See Sukhatme, 1936 in the case of complete samples‘and Epstein and Tsao, 1953 in

the case of censored samples). Since

B

are independently distributed as chi-square random variables with 2(ri-1) degrees of
freedom, it seems reasonable to consider a modified version of the above test statistic

proposed by Bartlett (Lawless, 1982, p. 112-114) and given by
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An approximate level o test for Hy against H, rejects Hp if

-2l A

‘ 1 k 1 1
xceeds y2 ., where M =1+ - nd r2
exceeds Zicta Where 6(k—1){§<r,.—1) (r-k)}'“ e

is the upper 100a.% point of the chi-square distribution with (k-1) degrees of freedom.
In section 2 we develop a test of Hy against H, using a Bayesian approach. We show
that when Ho is true, the proposed test statistic is approximately distributed as a chi-
square random variable with (k-1) degrees of freedom. In section 3 we examine the
accuracy of chi-square approximation of the null distribution of the test statistics for the
two procedures and compare their powers using Monte Carlo 'simuiétion. We find that
both the Bayesian and the likelihood ratio tests are quite accurate and their powers are
comparable. Finally, in section"4 we include a numerical example to illustrate thé

applications of these tests.

2.0 BAYESIAN TEST ‘ , |
We note that great effort and concern that may be de\}oted to the construction and
use of a prior distribution that perfectly characterizes available prior information may not
reap substantial benefits in terms of greatly improved inferences from the posterior
distribution: -when the observations are to be made that are expected to be very
informative, De Groot (1970) shows that posterior density derived - fi'om a non
informative prior density over the parameter space is a close approximation to' the
posterior density derived from a carefully specified proper priof. This is a consequence of
the principle of stable estimation discus.sedvin great details by Savage (1962). To this end
we now use a heuristic reasoning to c_onstrubt a Bayesian test for the null hypothesis of
equal scale parameters using a non informative prior. |

Multiplying the following non informative prior.distribution of §; and B, i=1, 2,..., k
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by the joint pdf of the available sample observation given in (2) we get the joint posterior
pdf of 6; and B; , i=1, 2, ..., k except for a constant multiplier. We then get the following
joint posterior pdf of B;, i=1,2, ...,k as '

k X

(B, s ﬂk)ocr[ ,Hj exp[—;{T m,(x, - 6,)} 46,
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It now follows that By, Ba; ..., Pk are a posteriori independent and 2—‘—, (i=12,..,k) has

i

...................................................

a chi-square distribution with 2(ri-1) degrees of freedom. Applying the Wilson-Hilferty

| A -
(1931) transformation to 2L we conclude that { L } follows approximately a

(r, -1

i i

and variance . That is, B1, B2, ....Px

1 1
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normal distribution with mean 1-—

| %
are a posteriori independent and §, = {——} has approximately a normal distribution

1 r.—1 d : 1
with mean ¢, =<1- i and variance d? = ——————. Therefore,
: , r,-D | T, 9T-% (r. — 1)%

i=l i

k g 2 '
Z{—————S‘d c‘} ‘has approximately a chi-square distribution with k degrees of freedom. It

then follows that

.....................................

: K k -1 Kk k - S
where § = {z g—;—}{z -51,;} and c= {Z%HZ&%’} is approximately distributed

i=1 i=l i=1 i=1

o chiésqu are random variable with (k-1) degrees of freedom. When the null hypothesis is
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true, the random variable in (7) reduces to the statisticV = Z (¢ ~0)’
i=1 i

and a Bayes1an

test of Hy against H, rejects Ho whenever V > Xia Where Y, , is defined as before.

3.0 | ACCURACY OF THE CHI-SQUARE APPROXIMATIONS AND POWER RESULTS

To investigate the accﬁracy of chi-square approximation of the null distribution of
the test statistics of the likelihood ratio and the Bayesian procedure, a Monte Carlo
simulation study was undertaken in order to estimate the probabilities" of type I crfor for
the two teéts. Simulation was carried out in SAS version 6 (SAS‘ Institute, 1990) and run -~
on IBM-Compatible mainframe computef. RANEXP command in SAS was used:to
generate the exponential samples. Estimates were based on 5000 random samples from
each of the exponential distributions with (8,8)=(6,2), (9,2), (15,2). The nominal levels.
used in our empirical study were a=0.1, 0.05 and 0.01. Table 1 summarizes the estimat/éd
probabilities of type I errors for the tests using different combinations of sample si%es and
various degrees of censoring. ,

We note from this table that even when r;, r; and r; are small or extremely
inhomogeneous the error in chi-square approximation is minor. For the Bayesian test the
absolute difference between the probability of type I error and the nominal level of
significance o is about .0068, .0052 and .0028 for a=50.1, 0.05 and 0.01 respectively.

We next compare the two test procedures by investigating the powers for diffefent ,
alternatives. Because the power functions of the two tests are not available as\e)‘{plicit
mathematical expressions, we used Monte Carlo simulation to éstimate the power for
selected sample sizes and the alternatives. Simulation was carried out in the same manner
as in the case of accuracy of the chi-square approximétiohs and the estimates were based
on 5000 random samples. Table 2 summarizes these results; A study of Tablé 2 reveals
that although the power of Bayesian test ié always sm_allér or véqﬁal to that of the
Likelihood ratio test, th¢ difference between the two poW'ers_ is very small, the maximum
difference being .0014. | - o
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Table 1. Accuracy of Bayesian test and likelihood ratio test :
Nominal Nominal . Nominal 10% level 5% level 1% level

ET.LP | E.TLP ET.LP :
m » 3o Lo LR, L.R. LR.
15 15 15 4 4 4 0946 0988 0490 0532 0992 0120
15 15 15 6 6 6 0966 0980 0478 0494 0090  .0110
15 15 15 8 § 8 0958 .0972 0482 0488 0072  .0078
15 15 15 1 10 10 0988 .1000 0486 0496 0080 0084
0 10 10 3 5 6 0934 .0968 0444 0514 0100 0118
10 15 20 5 8 10 0964 .0980 0498 0548 0086  .0082
10 15 60 3 20 40 0976 0972 0458 0472 0078 .0102
10 60 10 4 40 8 0968 0976 0500 .0544 0094 0094
60 60 60 50 50 50 1040 1044 0540 0544 0106 0106
10 40 100 5 25 60 1050 1034 0514 0528 0100 -0090
10 50 100 6 30 70 1006 1004 0510 0514 0094 0100
0 60 100 3 50 70 1068 .1052 0476 0510 0090 0100
10 30 100 4 12 60 0996 1002 0542 0516 0112 .0110
15 60 100 10 40 80 1032 .1028 0534 0518 0110 0104

E.T.LP=Estimated Type I Error Probability; Bayes=Bayesian Test, L.R=Likelihood Ratio Test

Table 2. Simulated power (0=0.10, 6,=6, 6,=9, 6,=15, §,=2)

n(=ny) (=n) Iy(=n3) B Bs - Bayes LR
15 15 15 2.0 2.0 1014 1024
' 2.0 25 1562 1576

2.0 30 2840 2852

25 3.5 3590 3602

25 4.0 4922 4932

3.0 3.5 3624 3638

3.0 4.0 4778 4790

5.0 65 .8920. .8928

25 25 25 2.0 20 1070 11070
20 25 1946 1950

2.0 3.0 4042 4050

25 3.5 5126 5134

25 40 6982 6984

3.0 35 5152 5260

3.0 4.0 6772 6768

50 . 6.5 9896 9896

Bayes=Bayesian test, LR=Likelihood ratio test
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4.0 NUMERICAL EXAMPLE

For the purpose of illustration we consider three sets of data presented in Bain (1978,
p.203). These data relate to the duration of tire tread wear, taken from three methods of
production, which are called Present, Additive, and Thickness, respectively. Each set of

data represents the first 20 failure times of size 40. The data are reproduced in Table 3.

Table 3. Tire Failure Data (in thousands of miles)
¢ Present: 10.03 1047 10.58 1148 1160 1241 13.03 13.51 1448 16.96
17.08 1727 1790 1821 1930 20.10 2151 2178 2179  25.34
Additive:  10.10  11.01 11.20 1295 1319 1481 1603 17.01 1896 24.10
24.15 2452 2605 2644 28.59 3024 31.03 3351 33.61 40.68
Thickness: 19.07 19.51 19.62 2047 2078 2137 2208 2261 2347 26.02
2623 2647 27.07 2743 2828 29.10 29.66 30.67 30.81 3436

Data taken from Bain (1978, p.203)

For these data, we have k=3, n;=n=n;=40, r;=r,=r;=20, M=1.01, T,=429.43, T,=857.78

and T3=429.48. We obtain —‘—21\1%}“%=6.36 and from the chi-square tables we have

%305 =5.99. Hence, the likelihood ratio test rejects the null hypothesis of equal scale

parameters at 5% level of significance. Similarly, the value of the Bayesian test statistic
calculated from the above data set is V=6.34 and the null hypothesis of equal scalé

parameters is rejected at.the same level.
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