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ABSTRACT
The paper aimed to analyze the causal relationship between economic growth and savings in East Africa (1981-2014) using Vector Error Correction (VEC) method and Johnson’s approach. All statistical data used throughout this paper came from World Bank database. The empirical study confirmed that a significant relationship between domestic savings and economic growth in the case of Ethiopia and Uganda. However, there is no significant relationship obtained in the case of Kenya over the study period by Johnson co-integration approach. The results of Granger Causality between economic growth (GDP) and gross domestic savings indicated the presence of unidirectional causality between economic growth and gross domestic savings in the case of Ethiopia and Uganda. Gross domestic product does Granger cause gross domestic savings; this means that economic growth accelerates gross domestic savings in the case of Ethiopia and Uganda. It is recommended that the countries needs to design a policy which enhances higher economic growth through increasing total factor productivity and, which ultimately increases the country domestic saving level. Moreover, to achieve sustainable growth the government needs to embark on policy measures, which increase saving and investment into the country due to its dual effect.
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INTRODUCTION
The relationship between the saving and economic growth has received greater attention from a different researcher in the world. Economic growth is important for one country to achieve a higher living standard for citizens. Among many factors, impacting economic growth in a given society is the level of domestic savings. According to (Saltz, 1999), (Bacha, 1990), (DeGregorio, 1992) and (Stern, 1991) have explained that increases in savings will facilitate more rapid expansion of the capital stock and; therefore, higher rates of investment that should lead to higher rates of economic growth. Moreover, ample empirical studies indicated that economic growth would contribute to growth in the personal income as the result per capita consumption expenditure and saving rate also increase. According to the theory of marginal propensity to save, the rate of saving expands from the increasing of income. As a result, it can be plainly understood that when there is economic growth, the amount of savings also increase.
Tinaromm (2005) studied the relationship between savings and economic growth in North Africa using a Vector Error Correction Model for 1946-1992. He concluded that private saving has both direct and indirect effects on economic growth. In his view, the direct effect of savings is through private investment. He also showed that economic growth has a positive effect on the private savings rate. Dipendra (2009) studied the relation between savings and economic growth in India. The goal of this study was to check the long-run relationship between GDP and savings. An Engel-Granger Co-Integrated method was used, and the results showed that gross savings of the private sector have a bigger impact on GDP than gross domestic savings. And another study by Sothan (2014) analyzed the relationship between domestic Saving and economic growth in Cambodia and the study found that domestic saving does not Granger cause economic growth. This finding is contrary to the conventional wisdom that causality runs from saving to economic growth. Sothan concluded that domestic saving and economic growth are independent of each other in Cambodia.

Needless to say, every nation is trying to achieve sustainable economic growth aiming to the betterment of its citizen's standard of living. This can be achieved by sustainable economic growth through increasing the rate of investment which is a function of increased saving rate. To this end, every government may implement various kinds of policy strategies such as encourage saving, stimulating investment and productivity in their countries.

The magnitude of economic growth in any country is dependent upon the level of investment. The rate of investment, on the other hand, is highly dependent upon the level of gross domestic savings of a country. It is believed that increased saving will increase the national capacity for investment and production, while a serious constraint to sustainable economic growth can result from the low rate of saving. According to World Bank’s study on average savings, East Asia saves more than 30 percent of Gross National Disposable Income (GNDI), while Sub-Saharan Africa saves less than 15 percent (World Bank, 2000).

Likewise, a study by (Kibet et al., 2009) found that saving rate in Africa has perpetually been the lowest compared to other regions. It also faces serious credit constraints; and this, coupled with low income could greatly reduce any little incentive to save. Development economists have been concerned for decades about the crucial role of domestic saving mobilization in the sustenance and reinforcement of the saving investment-growth chain in developing economies (Nwachukwu & Egwaikhhide, 2007). Increased savings rates are therefore, of crucial importance for achieving sustainable development and poverty-reducing growth in African countries. (Keho, 2011)

Generally, it is possible to accept that increasing gross savings contribute to higher investment, and this leads to the higher GDP growth in the short run. It means that the higher saving rate leads to less consumption, which could also result in the larger amount of capital investment and finally a higher rate of economic growth. Despite the fact that, the issue of causality between saving and growth is unsettled because of the wide variation in results among the studies conducted on causality. The direction of causality between saving and growth may vary because of differences in the methodology used.
Another reason could be the choice of variable specifications for causality analysis, and the definition of the variables used. The causal relationship may also vary from country to country and between periods of time. Therefore, this study intended to analyze the causal relationship between domestic saving and economic growth in east Africa (i.e. Ethiopia, Kenya and Uganda) with the objectives of determining empirically the existence of long run relationship between gross domestic savings and economic growth in East Africa and to provide empirical evidence whether causal relationship exists between gross domestic savings and economic growth and the particular direction of causality between them.

METHODOLOGY

Sample Data and Data Sources
A time series data on gross domestic savings and per capita real GDP as a measure of economic growth in east Africa in the case of Ethiopia, Uganda, and Kenya for the period 1981 to 2014 are used for this study. All data from 1981 to 2014 are from World Development Indicators of the World Bank. All computations are performed using the Eviews8 software.

Unit Root Test
The first and for most issues in the testing procedure is to determine whether the data contain unit roots indicating that data is non-stationary or not. Most commonly used type test employed in this study was the Augmented Dickey–Fuller (ADF) test which has developed by Dickey and Fuller. The test is used for checking whether variables such that GDP growth rate, Gross Saving growth rate have a unit root or not. If parameter $\alpha$ is equal to Zero, it means the variable contains unit root which means the data is nonstationary.

The Augmented Dickey-Fuller test is in two forms: one with only intercept and another with intercept and trend. The one that is chosen depends on the nature of the curvature of the variable being tested for a unit root. If the curvature of a time series variable exhibit trend, then the Augmented Dickey-Fuller test is conducted with intercept and trend. On the other hand, if the curvature of a variable exhibits no trend, then the ADF Test is performed with the only intercept.

The ADF test equation is stated as:

$$\Delta x_t = \varphi_0 + \beta_1 x_{t-1} + \delta t + \sum_{i=1}^{n} \theta_i \Delta x_{t-1} + \epsilon$$

The target of this study is to test existing of the relationship between economic growth and savings in East Africa. If this kind of relationship exists, the next is to test the direction of causality between these countries.

After careful analysis for stationary, the next step is to examine co-integration analysis (Johnson, 1988) for each of the two variables at the first difference $I(1)$ in East Africa evidence from Ethiopia, Kenya, and Uganda. To estimate the co-integration rank and vector, the following and statistics test are used where

$$\lambda_{trace}(r) = -T \sum_{i=r+1}^{n} \ln (1 - \lambda_i)$$
For the $\lambda_{trace}$ statistics, the null hypothesis is that the number of co-integrating vectors is less than or equal to $r$ against $r = 1, 2, 3, 4...$, while in case of $\lambda_{max}$ statistics, the null hypothesis is that the number of co-integrating vectors is less than or equal to $r$ against $r = r + 1$.

The presence of a co-integrating relation forms the basis of the VEC (Vector Error Correction) specification. Additionally, standard Granger or Sims tests may provide invalid causal information due to the omission of error correction terms from the tests (Doyle, 2001).

$$y_t = \alpha_1 + \sum_{i=1}^{m} \beta_i \Delta \ln x_{t-1} + \sum_{j=1}^{m} \gamma_j \Delta \ln y_{t-j} + \rho_i ECT_{t-1} + \epsilon_t$$  \hspace{1cm} (4)

$$x_t = \alpha_2 + \sum_{i=1}^{m} \theta_i \Delta \ln x_{t-1} + \sum_{j=1}^{m} \delta_j \Delta \ln y_{t-j} + \mu_i ECT_{t-1} + \epsilon_t$$  \hspace{1cm} (5)

The finding that much macro time series may contain a unit root has spurred the development of the theory of non-stationary time series analysis. Empirical studies have shown that the existence of non-stationary in the time series considered can lead to spurious regression results and invalidate the conclusions reached using Granger Causality. (Toda and Phillips, 1993) have led the methods to deal with Granger causality in I (1) systems of variables. A causal long run relationship between non-stationary time series when they are co-integrated could be inferred. Therefore, if co-integration analysis is omitted, causality tests present evidence of simultaneous correlations rather than causal relations between variables. The presence of a co-integrating relation forms the basis of the VEC (Vector Error Correction) specification. Additionally, standard Granger or Sims tests may provide invalid causal information due to the omission of error correction terms from the tests (Doyle, 2001).

The simple Granger’s causality test becomes inappropriate when co-integrating vectors are obtained in the series. According to Granger’s representation theorem (1988), the results of co-integration imply that series have the following error-correction representations. These are necessary to augment the simple Granger causality test with the ECM (Error Correction Mechanism), derived from the residuals of the appropriate co-integration relationship to test for causality:

Where, $Y$ and $X$ are the variables under consideration, $\rho_i$=the adjustment coefficient while $ECT_{t-1}$ expresses the error correction term of growth equation, $\Delta$ =indicates the first difference operator. In equation (4), X Granger causes Y if $\gamma_j$ and $\rho_t$ are significantly different from zero. In equation (5), Y Granger causes X if $\delta_j$ and $\mu_t$ are significantly different from zero. F-statistic is used to test the joint null hypothesis of $\gamma_j$, $\delta_j = 0$ and t-test is employed to estimate the significance of the error coefficient.
RESULTS AND DISCUSSIONS

Summary of Augmented Duckey - Fuller (ADF) Unit Root Test

The first concern of co-integration and causality analysis is to test stationary of the variables. And for this purpose commonly used, ADF test has been used. As indicated in Table 1, both LNGDP and LNGDS series have unit roots in the level data at 1% and 5% level of significance for all countries, the statistics except a null hypothesis which strongly suggests that both series at levels contain a unit root in case all countries as indicated in Table 1. After the variable transformed into their first differences and running the ADF test again, the variables become stationary. In both cases when the intercept and a trend have been included for ADF model analysis; the variables are stationary. From this, it can be generalized that the variables are integrated of order one i.e. I (1) for all countries. In most causality and co-integration analysis the variable become stationary after first difference, non-stationary variables were further tested to ascertain whether they were co-integrated and causation. In this case, one should proceed to test for the direction of causation of the variables. Of course, this is after proving the existence of the co-integration relationship between its variables. In other words, the null hypotheses were tested about the rank of the co-integrating relationships that existed among the variables.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Variables</th>
<th>Levels</th>
<th>Intercept</th>
<th>Intercept</th>
<th>1st difference</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethiopia</td>
<td>LnGDP</td>
<td></td>
<td>0.424710</td>
<td>-0.687243</td>
<td>-3.31806</td>
<td>I(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p-value)</td>
<td>(0.9810)</td>
<td>(0.9656)</td>
<td>(0.0223)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LnGDS</td>
<td></td>
<td>0.080117</td>
<td>-0.036102</td>
<td>-7.50719</td>
<td>I(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p-value)</td>
<td>(0.9593)</td>
<td>(0.9938)</td>
<td>(0.0000)</td>
<td></td>
</tr>
<tr>
<td>Kenya</td>
<td>LnGDP</td>
<td></td>
<td>1.243255</td>
<td>-1.664205</td>
<td>-4.164889</td>
<td>I(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p-value)</td>
<td>(0.9978)</td>
<td>(0.7444)</td>
<td>(0.0027)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LnGDS</td>
<td></td>
<td>-</td>
<td>-2.373555</td>
<td>7.057744</td>
<td>I(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p-value)</td>
<td>(1.457958)</td>
<td>(0.3856)</td>
<td>(0.0000)</td>
<td></td>
</tr>
<tr>
<td>Uganda</td>
<td>LnGDP</td>
<td></td>
<td>-</td>
<td>-1.992273</td>
<td>-3.252290</td>
<td>I(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p-value)</td>
<td>(0.146273)</td>
<td>(0.5833)</td>
<td>(0.0944)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LnGDS</td>
<td></td>
<td>-</td>
<td>-6.288135</td>
<td>7.105338</td>
<td>I(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p-value)</td>
<td>(1.117081)</td>
<td>(0.0004)</td>
<td>(0.0008)</td>
<td></td>
</tr>
</tbody>
</table>

Note: *r* indicates the number of co-integrating relationships. The optimal lag structure of the VAR was selected by minimizing the AIC criterion. Critical values are taken from (Johansen and Juselius, 1990). ** indicates rejection at the 95% critical values.
According to Johansen test procedure, both the Trace statistic criterion and the Maximum Eigen value criterion were used to reject the null hypothesis and to draw conclusions about the hypotheses of the rank of the co-integrating relationships. The decision criterion is that when the Trace Statistic is greater than the 5% critical value, the null hypothesis is rejected and it is concluded that there is a co-integrating relationship. The testing was continued in an iterative manner until the null hypotheses were no longer rejected to indicate no co-integrating relationship.

Table 2: Results of Johansen’s test for multiple co integration vectors of Ethiopia, Uganda, and Kenya

<table>
<thead>
<tr>
<th>Countries</th>
<th>Hypothesized co integrating</th>
<th>No. of relationship s</th>
<th>Test statistics</th>
<th>Critical values (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H: 0$</td>
<td>$H: 1$</td>
<td>Max. eigenvalue</td>
<td>Trace</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>$r = 0$</td>
<td>$r &gt; 0$</td>
<td>16.54351*</td>
<td>16.54352*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>$r = 1$</td>
<td>$r &gt; 1$</td>
<td>0.0000004</td>
<td>0.000012</td>
</tr>
<tr>
<td>Uganda</td>
<td>$r = 0$</td>
<td>$r &gt; 0$</td>
<td>20.60044*</td>
<td>20.60044*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>$r = 1$</td>
<td>$r &gt; 1$</td>
<td>0.068556</td>
<td>0.068556</td>
</tr>
<tr>
<td>Kenya</td>
<td>$r = 0$</td>
<td>$r &gt; 0$</td>
<td>3.563465</td>
<td>3.495975</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r = 1$</td>
<td>$r &gt; 1$</td>
<td>0.067490</td>
<td>0.067490</td>
</tr>
</tbody>
</table>

* indicates rejection at the 95% critical values.

Note: $r$ indicates the number of co-integrating relationships. The optimal lag structure of the VAR was selected by minimizing the AIC criterion. Critical values are taken from (Johansen and Juselius, 1990). ** indicates rejection at the 95% critical values.

Table 2 presents the results of Johansen’s test for multiple co integration vectors of Ethiopia, Uganda, and Kenya. According to both maximal Eigen value and trace statistic tests, the results indicate the existence of one co-integration vector in the case of Ethiopia and Uganda in a range of study periods. Thus, the Johansen co-integration test suggests that there is a long-run relationship between domestic savings and economic growth in Ethiopia and Uganda. But, in the case of Kenya, there is no evidence indicating any long run relationship between domestic saving and economic growth in the study period. Therefore, the null hypothesis no co-integration at the 1% level in case of Kenya is accepted by rejecting the alternative hypothesis. The same result found by (Sothan, 2014) where domestic saving and economic growth is independent of each other in case of
Cambodia. The long-run relationship between economic growth and savings is found to be positive in each co-integration vector in the case of Ethiopia and Uganda. This suggests the existence of causality in at least one direction.

**Granger Causality test**
Granger causality test is conducted to know the direction of the causality. In Table 3, the results of Pair-wise Granger Causality between economic growth (GDP) and gross domestic saving indicated the presence of unidirectional causality between economic growth and gross domestic saving in the case of Ethiopia and Uganda. The study revealed that for the null hypothesis of “LNGDS does not Granger Cause LNGDP”, it is not possible to reject the null hypothesis since the F-statistics value is small and the probability is value is high. Therefore, we accept the null hypothesis and conclude that LNGDS does not Granger Cause LNGDP, but for the null hypothesis of “LNGDP does not Granger Cause LNGDS,” it is possible to reject the null hypothesis and conclude that LNGDP does Granger Cause LNGDS. This means that economic growth accelerates and augments gross domestic saving in Ethiopia and Uganda. Moreover, a study revealed that existence of unidirectional causality (causality runs from economic growth to gross domestic saving) in the case of Uganda and Ethiopia.

The conversional view of theoretical economics is that higher savings leads to higher investment and higher economic growth is not supported by East African countries case. Instead, the result of this study indicated that, the causality is from economic growth rate to gross domestic saving. This result is supported with many studies (Salz, 999), and (Baharumshah et al., 2003).

**Table 3: Granger Causality test**

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Ethiopia</th>
<th>Uganda</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F-statistics</td>
<td>P-Value</td>
</tr>
<tr>
<td>GDS does not Granger Cause GDP</td>
<td>0.43858</td>
<td>0.7275</td>
</tr>
<tr>
<td>GDP does not Granger Cause GDS</td>
<td>5.01332</td>
<td>0.0077</td>
</tr>
</tbody>
</table>

**CONCLUSIONS AND RECOMMENDATIONS**
The co-integration test confirmed that economic growth and domestic gross savings are co-integrated into the case of Ethiopia and Uganda, indicating an existence of a long-run relationship between the two as confirmed by the Johansen co-integration test results. Although many theoretical and empirical studies confirm the positive impact of saving on economic growth, results of the present study do not found any long-run relationship between domestic saving and economic growth in case of Kenya as confirmed by Johnson co-integration test. However, the Granger causality test finally confirmed the presence of unidirectional causality, which runs from economic growth to gross domestic saving in case of Ethiopia and Uganda. Based on the empirical result of the study
Granger causality test the study favored the hypothesis which suggests that the causality is from economic growth rate to growth rate of domestic saving in the country in the range of study period. However, the gross domestic saving growth does not Granger Cause GDP per capita growth. The result of the empirical test clearly points toward a positive impact of economic growth on saving, or it can say that income of the country does play an important role to lead the saving in case of Ethiopia and Uganda. It is recommended that the countries needs to design a policy which enhances higher economic growth through increasing total factor productivity and which ultimately increases the country domestic saving level. Moreover, if domestic savings are invested efficiently and are therefore an important factor of economic growth, the main objective of national economic policy should be to encourage the people to save by using different mobilization techniques.
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