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ABSTRACT

This paper is concerned with the application of an enhanced Fuzzy ART neural network

algorithm for color image processing and recognition. A new category choice function was

proposed that allows modifications to the category’s weight vector when elements of the

weight vector are smaller than elements of the input learning vector. To improve the learning

process from the input data, a new learning rule was suggested. In this paper, a new method is

proposed to deal with the RGB color image pixels, which enables a Fuzzy ART neural

network to process the RGB color images. The application of the algorithm was implemented

and tested on a set of RGB color face images

Keywords: Color image processing, RGB, Fuzzy ART

INTRODUCTION

A fuzzy ART neural network is a fuzzy version of ART-1 [1], which was developed to

improve the ability of clustering. Fuzzy ART neural networks contain the basic features of

ART neural network families. Carpenter et al. [1], proposed the first Fuzzy ART network,

which showed the stable learning capability of recognition categories. The architecture of the

fuzzy ART neural network is shown in fig. 1.
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Fig. 1. Architecture of a fuzzy ART neural

The architecture of a fuzzy ART system consists of 3 layers, the first layer is the F0 layer

consisting of neurons that represent a current input vector I = (I1,..., Im), followed by the F1

layer of x neurons x = (x1,...,xm) that receives both bottom-up input from F0 and top-down

input from layer F2. The F2 layer represents the active neurons, denoted category y

=(y1,...,yn). Association with each F2 category node j (j=1,...N) represents a weight vector, Wj

= (wj1,...,wjm). The Fuzzy ART dynamics are determined by a choice parameter  > 0, a

learning rate parameter   [0, 1], and a vigilance parameter   [0, 1]. The learning and

categorization algorithm of a fuzzy ART network is as follows:

Step 1: Setup weight vector.

Each category j corresponds to a vector Wj = Wj1, …, WjM of adaptive weights, The number of

potential categories N (j = 1,..., N) is arbitrary. Initially Wj1 = … = WjM = 1

and each category is said to be uncommitted. After a category is selected to code, it becomes

committed.

Step 2: Choose a wining category.

For each input I and category j, the choice function Tj is defined by

Tj(I) =
‖  ‖

 ‖ ‖ (1)

The category choice is indexed by j, where

Tj = max{Tj, j = 1, …, N}. (2)

If more than one Tj is maximal, the category j with the smallest index is chosen.

Step 3: Resonance or reset
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Resonance occurs if the match function of the chosen category meets the vigilance criterion;

that is, if

‖  ‖
 ‖ ‖ ≥  (3)

then learning is performed in Step 4.

Mismatch reset occurs if

‖  ‖
 ‖ ‖ <  (4)

Then the value of the choice function Tj is reset to 1 for the duration of the input

presentation. A new index j is chosen, by Equation (2). The search process continues until the

chosen j satisfies Equation (3) or actives a new category.

Step 4: Perform learning process.

The weight vector of jth category, Wj is updated according to the following equation:

= (I  )+ (1 ) . (5)

Step 5: Active a new category.

For each input I, if no existing category satisfies Equation (3) then a new category j becomes

active. Then, = I.

Analysis of related literature shows that ART network families are most popular for image

segmentation and recognition techniques in many applications that include face recognition in

[2,3,4], classification of multivariate chemical data [5], quality control of manufacturing

processes [6], and classification of wireless sensor networks with missing data [7]. Models of

Fuzzy ART and ART networks have developed to improve the ability of clustering. The

authors in [8] have designed a network based on Fuzzy ART and proposed a new model,

which has been experimentally proven to perform well in the RGB color space, and is

believed to be more coherent than Fuzzy ART. In [9], Kenaya and Cheok proposed a

Euclidean ART network that employed the Euclidean distance to measure the similarity and

the mean of patterns for the weights of categories. In [10], the authors proposed an improved

learning rule for fuzzy ART to improve learning from data. In the proposed rule [10], the
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weights of the winning category are decreased to adapt to each input.

It is known that Fuzzy ART neural networks deal with analog data. In contrast, this work

develops methods to enable the fuzzy ART neural network to process color face images. As

reported in [11], the recognition performance with color images produces improved results as

compared with grayscale images. Color cues that are specific to an individual person may

allow us to identify the person and play a role in face recognition particularly when shape

cues are degraded. In this work, an enhanced algorithm was applied on RGB color images for

face recognition. The algorithm in this paper can deal directly with RGB color face image

pixels. The developed system is capable of recognizing color face images that are stored in

memory and can otherwise store new face images that are not stored previously by adding

them to the new category.

ENHANCED FUZZY ART ALGORITHM

Many studies that discuss models of fuzzy ART and their clustering ability [12, 13, 14, 15],

show that learning from data is ineffective when elements of a category’s weight vector are

smaller than the elements of the input vector. The known learning process of a new input

vector is adapted when a fuzzy subset category choice exists, and is selected over the other

choices in accordance with equation 2 to updates the category’s weight vector. No updating

of the weights occur for category J when elements of category’s weight vector are smaller

than elements of the input vector (since (I ^ wj = wj.). In this work, a new equation (6) was

suggested for the category choice function to replace equation 1, as follows:

For each input I, and category j, a choice function Tj is defined by:

Iw

Iw

J
J

n

i
Ji

T 




 11 (6)

Where Tj = max{Tj, j = 1, …, N}.

Wj = (wj1,...,) is the weights vector of each category 1..m

Ii: is the input vector in the interval [0, 1].

||w||=∑ |w | is the norm w vector

||I||=∑ |I | is the norm of vector I
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The learning rule for updating the weight vector of the winning neuron can be defined by

formula (7)

Wji(new)= Wji(old)- β*|Ii – Wji(old) | ( 7)

If Wji < 0 then set Wji = 0.

In the proposed learning rule, weights of the winning category also include two terms. The

first term is the old weight vector, and the second term is the reduced category weights. The

decrease of category weights depend on the learning parameter, and the difference between

the input and the old weight vector.

METHODOLOGY

Generally, the color image (24 or 32 bits images or images in "true color" format)

represents a bitmap, where each pixel is a convolution of RGB components [16-18]. This

study deals with RGB images since this format is "natural" for all image capturing devices

including; scanners and cameras. In such cases, the value of each pixel in true color format

represents a set of three bytes, where each of byte carries the information about the red,

green and blue colors, producing a total of 24 bits per pixel in the source image [17]. It is

noted that the higher-order bits (D7) contain the majority of the visually significant data.

The other bit planes contribute to more subtle details in the image [18]. Separating a digital

image into its bit planes is useful for analyzing the relative importance played by each bit in

the image, a process that aids in determining the adequacy of the number of bits used to

quantize each pixel as shown in. Fig2.
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Fig. 2. The bit slicing

Any true color pixel is set of 3 numbers or R, G, B components. Each component is number

in the range {0...255}. For true color formats it is possible to use this method applying bit

plane slicing for R, G, B components of pixel separately.

In contrast to highlighting gray-level ranges, highlighting the contribution made to the total

image appearance by specific bits is desirable. Imagine that the image is composed of eight 1-

bit planes, ranging from bit-plane 0 for the least significant bit to bit-plane 7 for the most

significant bit. In terms of 8-bit bytes, plane 0 contains all the lowest order bits in the bytes

comprising the pixels in the image while bit plane 7 contains all the high-order bits as shown

in Fig. 2. The other bit planes contribute to more subtle details in the image. Separating a

digital image into its bit planes is useful for analyzing the relative importance played by each

bit of the image, a process that aids in determining the adequacy of the number of bits used to

quantize each pixel. Moreover, this type of decomposition we can use for fuzzy ART true

color image recognition.

In [19], it was shown that in real images, most significant information was concentrated in

first 4 (D7-D4) that allows the use 12-bit encoding without loss of the image visual quality.

This study had also showed that in practical applications it is possible to use 6- bit encoding

or 3 bit encoding. The color code range in each color encoding model could be assigned an

integer value.

It is known, that fuzzy ART networks are intended for use with real value vectors. Thereafter,

when applying fuzzy ART for color image recognition applications, images represented in 24-

bit RGB color encoding should be converted to vectors of real values using the bit slicing

method and equation 8. In this work the source image represented in 24 bit color depth is

transformed to images represented using lower color depth with a color encoding

specification which assigns a digital code value of the location in the color space. Tables 1,2,
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and 3 shows the color encoding for 3-bit color image, a 6 bit color image and 12-bit color

image respectively.

Normalized color code= color code/max color code range (8)

Formula 8 results with real values ranging from [0…1], that means that pixel value is

represented by real value. A software program was developed to acquire 24 bit source color

face images and produce images with lower color depths by applying color encoding

specification as shown in Fig. 3.

Table 1. 3-bit color encoding

RED GREEN BLUE Color

Code

Normalized

Color code

Color

NameD7 D7 D7

0 0 0 0 0 Black

0 0 0 1 0.1428 Blue

0 0 1 2 0.2857 Green

0 0 1 3 0.4285 Cyan

.

.

.

.

1 1 1 7 1 White
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Table 2. 6-bit color encoding and normalized color code

RED GREEN BLUE Color

Code

Normalized

ColorD7 D6 D7 D6 D7 D6

0 0 0 0 0 0 0 0

0 0 0 0 0 1 1 0.0158

0 0 0 0 1 0 2 0.0317

0 0 0 0 1 1 3 0.0476

.

.

.

.

1 1 1 1 1 1 63 1

Table 3. 12-bit color encoding

RED GREEN BLUE
Color

Code

Normalized

Color

D7 D6 D5 D4 D7 D6 D5 D4 D7 D6 D5 D4

0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 1 2.44e-4

0 0 0 0 0 0 0 0 0 0 1 0 2 4.88e-4

0 0 0 0 0 0 0 0 0 0 1 1 3 7.32e-4

.

.

.

.

1 1 1 1 1 1 1 1 1 1 1 1 4095 1
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Fig. 3. Images represented in 3-bit, 6-bit and 12-bit color encoding

EXPERIMENTAL RESULTS

To study the practical results of enhanced recognition algorithms, software programs were

developed in this research work using C#. The modified fuzzy ART recognition algorithm

was programmed in C# and run on Intel(R) Core (TM) i5 CPU, 2.80 GHz, with input vectors

of real values being extracted from RGB true color images (140x140 pixels). Images were

selected from a public database of face images (Face images courtesy of the Face-Place

Database Project, Michael J. Tarr ), using white backgrounds with different facial

expressions as shown in Fig. 4

The developed recognition software consists of two parts:

A. Pre-processing of the true RGB color face images to obtain input vectors of real values,

which are used as input to the modified fuzzy ART. The first person’s facial images were first

used as input to the system, followed by the second person’s facial image. Thereafter, the

remaining facial expressions of the other person samples were applied as images into the

system. After the color face images were preprocessed according to mappings in tables 1,

table2, or table3, we obtained the vectors of real values. The results obtained were then used

as inputs to the fuzzy ART neural network

Fig. 4. Different color images of the person a, b,c,d with different facial expressions
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.

B. The enhanced fuzzy ART algorithm was applied on the resultant input vectors of real

values. The input parameters of the modified fuzzy ART algorithm include the input vector of

size 140x140 pixels, the vigilance parameter, and the learning rate.

The histogram of vectors extracted from the sample images is generated. The histogram is

known as the codebook space information. The histogram stands by the feature vector of the

human face. The histogram showed that the differences between the various facial expressions

for one person is sometimes larger than the differences in expressions between two persons

as shown in Fig. 5. During the learning and recognition process, the set of color face images

(140x140 pixels) represented in normalized 12-bit color encoding is forwarded to the network

input. The output of the network is the number of recognized clusters. We have provided two

objectives in this study. The first objective estimates the ability of the network with vigilance

parameter  values 0.85, 0.9, 0.93 and different learning rates , to cluster the sequence of

input face images for different persons. Recognition rate factors were used to estimate the

ability of the network, and calculated using equation 9. Eighty color face images of twenty

persons were input into network as a learning sequence of images of the first person, the

second person, until the twentieth person. The results of the study is shown in table 4. The

second objective estimates the ability of the network with vigilance value  = 0.93 and

learning rate  = 0.055 to recognize facial image sequences. The experimental results are

shown in table 5.

Fig. 5. Person histogram (images in 6 bit color encoding)
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NegativesfalseofNumberives truepositofNumber

positives trueofNumber


Rr (9)

Table 4. Clustering ability determined by recognition rate Rr

Vigilance



 Learning

images

Number

of correct

No. of

incorrect

Rr

0.85

0.1 80 67 13 83%

0.09 80 78 2 97%

0.085 80 78 2 97%

0.9

0.075 80 75 5 93%

0.07 80 77 3 96%

0.1 80 30 50 37%

0.93

0.05 80 75 5 93%

0.055 80 78 2 97%

0.056 80 77 3 96%
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Table 5. Testing the recognition ability of the network (vigilance

parameter  =0.93 and learning rate  =0.055)

Test

number

Learning

sequence

Input

sequence

The network

outputs

(number of

cluster)

Note

1. a,b,c,d a1,b1,c1,d1 1,2,3,4 All patterns

recognized correctly

2. a,b,c,d b1,c1,d1,a1 2,3,4,1 All patterns

recognized correctly

3. a,b,c,d c1,d1,a1,b1 3,4,1,2 All patterns

recognized correctly

4. a,b,c,d d1,a1,b1,c1 4,1,2,3 All patterns clustered

into two clusters (see

explanation below)

5 a,b,c,d a2,b2,c2,d2 1,2,3,4 All patterns

recognized correctly

6 a,b,c,d b2,c2,d2,a2 2,3,4,1 All patterns

recognized correctly

7 a,b,c,d c2,d2,a2,b2 3,4,1,2 All patterns

recognized correctly

8 a,b,c,d d2,a2,b2,c2 4,1,2,3 All patterns

recognized correctly

CONCLUSION

It was shown that it was possible to represent color images by using real vectors with color

encoding specifications, which assign a digital code value to colors and normalizes the color

code to obtain real values. The developed enhanced fuzzy ART algorithm was applied on

RGB color face images for face recognition. Experimental results showed very good

recognition rates were achieved when the value of vigilance parameter was in the range of

0.85-0.93 with a learning rate of 0.05-0.1. It was noted that decreasing the value of the

vigilance parameter had resulted with a decrease in the network accuracy. The work here had

resulted with improved recognition rates for color images in comparison to previous related



Rashad J. Rasras et al. J Fundam Appl Sci. 2017, 9(1S), 221-234 233

studies, as color cues played a role in face recognition, particularly when object shape cues

were degraded.
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