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ABSTRACT 

Pulmonary nodule detection is an important step in lung cancer detection because nodules are 

the alert signal of lung cancer. The early detection of them can hence increase the patient’s 

survival rates. This paper proposes an automated computer aided diagnosis system for 

detection of pulmonary nodules based on three dimensional (3D) structures. Lung 

parenchyma segmentation using fast marching method was employed. A simple thresholding 

technique is used to extract candidate nodules from the segmented lung parenchyma. A 3D 

image of nodule candidates is reconstructed by mean of stacked 2D images. To find the 

connected voxels of a blob, a 3D connected component labelling is used. Features extracted 

from each blob are then fed into the classifier. The random forest algorithm has been invoked 

for nodule and non-nodule classification. The proposed detection methodology can give the 

accuracy of 92%. 

Keywords: lung cancer; pulmonary nodule; fast marching; 3D features; rando

classifier. 
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1. INTRODUCTION 

The fight against cancer has been conducted as a global issue intended to save the valuable 

human lives. The World Health Organization (WHO) accelerates awareness and education 

about cancer in four basic components of cancer control-prevention, early detection, diagnosis 

and treatment, and palliative care. Many cancers can be prevented by detecting at the early 

stage of cancer development. As such, early detection helps cancer patients to get higher 

potential to cure and effective treatment can increase the survival rate of cancer. The patients’ 

awareness of the early symptoms of the disease and consulting with the physician is a kind of 

early detection [1]. However, most of the cancer rarely shows the symptoms at the early stage 

of the disease. This fact is the main reason leading the cancer death.  

Computer aided diagnosis systems (CAD) have played an important role in early detection of 

the diseases for decades. The CADs are computerized systems aiming to reveal specific 

abnormalities during the interpretation of patient radiology images [2]. The results of CAD 

are used as a second option for diagnostic decision. The CADs systems are widely used in 

lung cancer detection for early diagnosis because most of the lung cancers do not show any 

noticeable symptoms until they have spread, but some patients with early lung cancer do have 

symptoms [3]. Pulmonary nodules, the spots having 1mm- 30mm in diameters on the 

Computed Tomography (CT) are the most common alert signal of possible lung cancer. 

Detection the cancerous pulmonary nodules as early resection of stage can increase the 5-year 

survival rates as high as 70% [4]. 

Many literatures have been published on developing CADs for lung cancer detection. Review 

of literatures indicates that pulmonary nodule extraction can be conducted in three main 

processes namely the lung parenchyma extraction, lung border reconstruction and nodule 

candidates detection. 

The first process, lung parenchyma extraction, is performed at the earliest stage. This is 

because the region of interest, pulmonary nodules, are located in this area. As a result, 

different segmentation methods were proposed. Among those, segmentation using 

thresholding and morphology was the most common technique for lung parenchyma 

segmentation [5-6]. Although such a technique is fast and easy, the selection of appropriate 



S. Choomchuay et al.           J Fundam Appl Sci. 2017, 9(4S), 319-339           321 
 

 

thresholding value is the most important one. The iterative optimal thresholding was proposed 

subsequently to solve the threshold value problem [7]. The prior probabilities, and object and 

background distribution limitation must be known. In other researches [8-9], marker control 

watershed segmentation was also used to segment the lung parenchyma. However, in some 

cases this method is sensitive to noise and can produce the over segmentation result. Active 

contour [10-12] was an alternative method of lung parenchyma extraction process. It can 

successfully separate the foreground objects from background in both two dimensional (2D) 

and three dimensional (3D) images. Nevertheless, segmentation using active contour takes 

long computation time because of the iterative process. Moreover, it has the weakness that is 

quite sensitive to noise and less sensitive to weak edge [13]. The second process in pulmonary 

nodule extraction, lung border reconstruction, is performed especially for some nodules which 

are attached to the lung wall. These nodules are so known as Juxta-pleural. Morphological 

operation, rolling ball algorithm and chain code analysis are generally used for border 

reconstruction [14]. 

The third process, detection of nodule candidates, is performed generally by superimposing 

lung parenchyma mask onto the original image and thresholding [6-7, 9]. 

Be noted that the techniques described above were all done in traditional 2D segmentation. As 

CT scanning produces multiple slices from different dimensional views, extracting the 

nodules’ features only from the 2D view cannot provide sufficient classification results. For 

this reason, 3D image processing methods for nodule segmentation were introduced in later 

researches. In [15], a pulmonary nodule detection scheme utilizing 3D feature extraction and 

support vector machine (SVM) classification was proposed. They segmented lung 

parenchyma using bounding box and binarization. Then, they applied rolling ball technology 

and dot enhancement filter for segmentation of initial nodule candidates. Another automatic 

method for nodule segmentation using 3D visualization technique, active contour modeling 

and KNN classifier was described in [16]. Moreover, 3D multi-scale Block LBP filter for 

nodule candidates segmentation was proposed in [17]. 

With the improved performance of 3D, the computational effort also increases because 3D 

image processing is a bit more complex than 2D and it also needs greater processing time. 
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Hence, in [18] proposed a combination method of 2D segmentation and 3D feature extraction. 

In their study, a 2D segmentation algorithm using thresholding was applied to segment lesions 

inside the lung parenchyma. The proper threshold value was chosen based on both histogram 

and nodule size. The nodule size of 4 mm was taken as a limit since the smaller size was 

considered as 0% malignancy. 3D lung reconstruction was then performed and followed by 

3D blob detector algorithm for candidate nodule extraction. Then 3D features were extracted 

and nodules were classified. Support vector machine (SVM) was employed as a classifier. 

The major contribution of our research work is to develop a system that can detect the 

pulmonary nodules using 2D and 3D hybrid techniques. This is also similar to the work 

proposed by [18] that segmentation is carried out in 2D environment whilst feature extraction 

is performed in 3D environment. In difference and extras, this study has proposed three main 

contributions; (i) a new segmentation method for lung parenchyma extraction, (ii) 3D 

connected component labelling and (iii) random forest classifier. The fast marching method 

for lung region segmentation is introduced. In this method, seed locations are defined by a 

global threshold value while pixel weights are calculated based on the difference between 

each pixel’s intensity and the average intensity of all pixels. Although the fast marching 

technique introduces these additional steps, it has eased the selecting of a proper threshold 

value that generally required in [18]. In additions, edge detection and morphological 

operations were borrowed to solve the border reconstruction problem which is always a case 

in juxta-pleural nodule segmentation. Furthermore, 3D component labelling is simpler and 

easier than 3D blob detector used because the blob detector can be sometimes confused 

especially when the vessels branch as a blob. 

There are several classifiers used to automate object classification, e.g. fuzzy, neural network, 

K-nearest neighbor, principal component analysis, support vector machine and so on. In this 

work, we considered the random forest classifier because it can improve the classification 

accuracy by using ensemble multiple decision trees. Although SVM in [18] can give the high 

accuracy of classification, it depends on the optimal choice of kernel. 

 

2. METHODOLOGY 
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The overview of the proposed system shown in 

image (materials), segmentation, 3D nodule candidates reconstruction, feature extraction and 

classification. 

 Input image: The lung CT scan images are to be inputted into the system.

 Segmentation: Refers to the 

other parts of the image. 

vessels, fissures and nodules is segmented first. Then

which have a higher probability to be nodules are extracted from each two dimensional 

CT slice. 

 3D nodule candidate reconstruction:

the extracted nodule candidates fr

 Feature extraction: 3D features are extracted from nodule candidates.

 Classification: Classification of nodule and non

classifier. 

Fig.

2.1. Materials  
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The overview of the proposed system shown in Fig. 1 consists of five main stages: input 

image (materials), segmentation, 3D nodule candidates reconstruction, feature extraction and 

he lung CT scan images are to be inputted into the system.

efers to the process of separating the region of interest (ROI) from

other parts of the image. In this stage, the lung parenchyma region which includes gas, 

vessels, fissures and nodules is segmented first. Then, the objects called nodule candidates 

which have a higher probability to be nodules are extracted from each two dimensional 

3D nodule candidate reconstruction: Creates a 3D image of nodule candidates by stacking 

the extracted nodule candidates from all 2D slices of any single case. 

Feature extraction: 3D features are extracted from nodule candidates. 

lassification of nodule and non-nodule is performed using random forest 

Fig.1. Outline of proposed methodology 
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reates a 3D image of nodule candidates by stacking 

nodule is performed using random forest 
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LungCT-Diagnosis collection from TCIA [19] is used as an input dataset in this research. The 

collection is originally provided by the Moffitt Cancer Centre (Tampa Florida) [20-21]. The 

downloaded CT slices are in DICOM format that slice thickness are varied from 3 to 6 mm. 

The collection also provides the representative tumour slices file describing the instance 

number of the tumour slices. Before inputting into the system, slices are converted into the 

JPEG format. The representative tumour slices file is used as the ground truth in the 

experiment. 

2.2. Segmentation 

This stage tries to segment the nodules from the converted input images. A method based on 

the fast marching algorithm has been considered. The algorithm is originally aimed to solve 

the boundary value problem with two given initial conditions [22-23]. It is a computationally 

efficient method for tracking an evolving contour [13]. Fast marching based segmentation 

starts by roughly defining the region of interest (ROI) with two contours, inner and outer 

contours. The pixels belonging to each contour are assigned with different labels. To find the 

edges of the targeted object, the algorithm propagates these two initialized contours into 

opposite directions; the inner to outside and the outer to inside. The boundary of ROI is where 

the two contours contact. The propagation stops automatically when the two contours 

converge over each other. 

To perform the segmentation, the seed locations are defined by a mask created based on the 

global image threshold value using Otsu’s method [24]. Such a method holds the desirable 

feature that it can separate foreground and background objects effectively. This is particularly 

true for an image with a bimodal histogram otherwise it makes additive noise on the image. 

The histogram of one sampled CT slices is shown in Fig. 2. Although the shown histogram is 

not a perfect bimodal, Otsu’s method is still applicable because thresholding method is not 

employed for segmentation. In contrast, the obtained threshold value is required for finding 

seed location. In our case, the best threshold value obtained from Otsu’s method is 0.3.  

 

Fig.2. Histogram of an input CT slice 
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A false logical array as the same size with the input image is firstly defined as a mask. All 

pixels in the mask are then compared with the global threshold value. Those with smaller 

value are converted to true. The true locations in the mask are the seed locations. The pixel 

weights are computed from the difference between the intensity of the pixel and the average 

of the intensity values of all the pixels in the mask. The high weight values are segmented as 

the foreground object and the low values as the background. Fig. 3 shows the examples of 

input CT slices; (a) a nodule inside the lung parenchyma, (b) a Juxta-pleural nodule (a nodal 

attaches to the lung wall). (c) and (d) are the result of (a) and (b) after fast marching 

segmentation. 

 

(a) (b) 

 

(c) (d) 

Fig.3. Examples of input CT slices (a) Nodule inside the lung parenchyma, (b) Juxta-pleural 

nodule, (c) Segmented Image of (a), (d) Segmented Image of (b) 

After separating the foreground and background objects, border clearing is conducted in order 

to get the lung parenchyma region where nodules reside. Fig. 4 shows the lung parenchyma 

region.  

Then, edge reconstruction of the lung parenchyma is performed because the edges of the lung 

parenchyma region with juxta-pleural nodules are disconnected. A conventional edge 

detection method is applicable. As shown in Fig. 5 (b), the edge of the lung parenchyma is 

disconnected at the location where the Juxta-pleural nodule exists.  
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(a) (b) 

Fig.4. Lung Parenchyma Region (a) Nodule inside the lung parenchyma and (b) Juxta-pleural 

nodule 

 

(a) (b) 

Fig.5. Edge of the Lung Parenchyma region (a) Nodule inside the lung parenchyma and (b) 

Juxta-pleural nodule 

Morphological closing with a disc shaped structuring element of size 6 is used to connect the 

edge as shown in Fig. 6 (a) and (b). However, the closing causes the undesirable areas by 

connecting the separate edges. These undesirable objects can increase false positives in 

detection. Therefore, some extra steps are required to reduce the false.  

As illustrated in Fig. 6 (a), the undesirable pixels appear by connecting the edges of lung 

parenchyma and the trachea, the circle- shaped in the middle of the image. Since only the lung 

parenchyma is the place where the nodules (ROI) locates, the deleting the trachea cannot 

affect the ROI detection. Therefore, the trachea is deleted before using the closing effect. Fig. 

6 (c) and (d) show the image after deleting the trachea. 

After deleting the trachea, the hole filling method is applied to get the lung parenchyma 

masks as shown in Fig. 6 (e) and (f). The resulted lung parenchyma masks are superimposed 

onto original images Fig. 3 (a) and (b). This can give successfully segmented image of the 

lung parenchyma regions as shown in Fig. 6 (g) and (f). Then, thresholding of the segmented 

parenchyma images finally produces the segmentation of the lesions inside the lung 

parenchyma.  
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(a) (b) 

 

(c) (d) 

 

(e) (f) 

 

(g) (h) 

 

(i) (j) 

Fig.6. Segmentation of the nodule candidates (a, b) Closing the parenchyma edge (c, d) 

Deleting the trachea (e, f) Filling the holes in the parenchyma region (g, h) Segmented 

parenchyma (i, j) Segmented lesions inside the lung parenchyma 

Obtaining all the lesions inside the lung parenchyma region, a selection of the nodule 

candidates is then conducted because the lung parenchyma includes not only the nodules but 



S. Choomchuay et al.           J Fundam Appl Sci. 2017, 9(4S), 319-339           328 
 

 

also other lesions such as vessels, gases and fissures. Nodules are rounded opacity on the CT 

scan having the size arranging from 1mm to 30 mm. Therefore, the lesions that are smaller 

than 1mm and line shaped objects are eliminated in order to leave only the objects that have 

the possibility to be nodules. These objects are called nodule candidates and depicted in Fig. 

7. 

 

(a) (b) 

Fig.7. Nodule candidates (a) Nodule inside the lung parenchyma and (b) Juxta-pleural nodule 

2.3. 3D Nodule Candidate Reconstruction 

Detection the nodules from a single 2D slice is not enough to produce the accurate diagnosis 

result because the CT scanning produces hundreds of 2D slices of the patient’s lung from 

multiple dimensions. Nodules may disappear or may be small in some slices. In the real 

world, the radiologists manually read these hundreds of slices to make a final diagnosis result. 

It is a time and effort consuming task and sometimes it may lead to human errors. This regard 

brings in the computer aided system. The nodule candidates in each 2D CT slice of a single 

case are stacked and reconstructed to get a 3D structure as shown in Fig. 8. 

 

Fig.8. Example of the 3D image of nodule candidates of a single case 
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2.4. Feature Extraction 

Before extracting the 3D features from the nodule candidates, the 3D connected component 

labelling is performed to know which voxels are clustered as a blob. Connected component 

labelling algorithm finds all connected components in an image and assigns a unique label to all 

points in the same component. The connectivity 26 is used for three dimensional images. 

Connected component labelling outputs a label matrix with the same size as the input image. 

The elements in the label matrix are integer values greater than or equal to 0. The background 

is labelled as 0 and blobs are labelled in numerical orders such that the first blob is labelled as 

1, the second blob is labelled as 2 and so on.  

Table 1. Radiological criteria of nodules [25] 

Shape Focal, rounded, polygonal  opacity 

Size ≤ 3 cm in diameter 

Calcification Central, diffuse, popcorn, laminated, stipple, eccentric 

Margin Smooth, Irregular 

Density 
Homogeneously solid or ground glass 

Heterogeneously solid or ground glass 

 

Fig.9. Differences between nodules and non-nodules [26-30] 

3D features of each blob are then extracted and fed into the classifier. Features are extracted to 

meet with the radiological features of pulmonary nodules. Therefore, the radiological criteria 

which are generally used to detect the nodules in the real world are studied first. According to 

[25], radiological criteria of the pulmonary nodules are described in Table 1. Moreover, the 

main differences between the nodules and non- nodules structures are depicted in Fig. 9 
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[26-30]. 

In this proposed research, the 3D geometrical features such as the eccentricity, volume, 

diameter, surface area, margin and density are extracted to classify the shape, size and density 

of the pulmonary nodules.  

Eccentricity: It is a scalar value which returns the ratio of the distance between the foci and 

major axis length of the blob. The value of eccentricity is between 0 and 1. The value 0 

indicates a circle and 1 indicates a line segment. It is calculated by: 

engthmajoraxisl

f
  Ecc                                                                     (1) 

where Ecc means the eccentricity of the labelled blob and f means the foci of the blob. 

Volume: It is a scalar value which defines the space that the blob takes up. It counts the actual 

number of voxels in the labelled blob. It is calculated by: 

  lll zyx ,,V                                                          (2) 

where V is the volume of the labelled blob and x, y and z are the coordinates of the voxels of 

the labelled blob l. 

Diameter: It is a scalar value that is the greatest possible distance of a line through the center 

of the blob. It is calculated by: 

3
3

 d 2
4

V
 


                                                              (3) 

where d is the diameter of the blob and V is the volume of the blob. 

Surface Area: It is a scalar value that defines the total number of pixels on the outside surface 

of the labelled blob. It is calculated by: 

 surface area = 2 4 r                                                         (4) 

where r is the radius of the labelled blob and it is the half of the diameter. 

Margin: It is a scalar value that defines the soft or irregular margin of the blob. To calculate 

the margin, the circumference of the blob is computed first. It is calculated by multiplying the 

diameter with π (pi). Then, the ratio of the circumference to the surface area is calculated to 

get the margin. The larger margin value shows an irregular margin of the blob. 

A
Cmargin                                                                 (5) 

where C is the circumference and A is the surface area of the blob. 

Density: It is a scalar value that shows the density of the voxels in the labelled blob. It is a 

ratio of the volume which is the number of ‘on’ voxels to the total number of voxels in the 

blob.  
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)(
density 

lnumel

V
                                                                        (6) 

where V is the volume, numel(l) is the number of array elements in the labelled blob. 

Moreover, the texture features such as the correlation, contrast, entropy, energy and 

homogeneity are also extracted using 3D gray level co-occurrence matrix (GLCM). Fig. 10 

shows the structure of the 3D GLCM [31] which is an extension of 2D GLCM, the most 

useful method for textured analysis introduced by [32]. 

Correlation: It is the measurement of how a pixel is correlated to the neighborhood pixels. 

Correlation outputs the value between -1 and 1. The value -1 means perfectly negatively 

correlated image and 1 means positively correlated image. 

, ,

( )( )( )
 correlation i j k

ijk
i j k i j k

i j k
P

  


  
                                          (7) 

Contrast: It is the measurement of the local variations in the gray-level co-occurrence matrix. It 

returns the difference between the highest and the lowest values of a contiguous set of pixels.

])()()[(contrast 222

,,

kjkijiP
kji

ijk                                           (8) 

Entropy: It is a measurement of the disorder or complexity of an image. The large entropy 

value means that the image is not uniform in texture and the GLCM elements in this image 

are very small, i.e. high entropy means complex textures. 

)ln(entropy  
,,

ijk
kji

ijk PP                                                        (9) 

Energy: It is a measurement of textural uniformity and also known as uniformity or the angular 

second moment. It detects disorders in textures by summarizing the squared elements in the 

GLCM. It ranges between 0 and 1. 

2

,,

energy 
kji

ijkP                                                             (10) 

Homogeneity: It is a measures the closeness of the distribution of elements in the GLCM to the 

GLCM diagonal. It also ranges between 0 and 1. 





kji

ijk

kjkiji

P

,,
222 ])()()[(1

yhomogeneit                                      (11) 

In the above formule, p(i, j, k) is the (i, j, k)th pixel values in GLCM and μi, μj, μk, i, j and k 

are the means and standard deviations of pi, pj and pk. 
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Fig.10. Structure of 3D GLCM [31] 

2.5. Classification 

Random forest classifier illustrated in Fig. 11 [33] is an ensemble learning method that 

performs the classification by training lot of decision trees on random features with 

corresponding classes. In random forest, a decision tree classifier is applied on each random 

subset of data and produces the predicted classes. The decision trees which are used in the 

random forest do not interact with each other and execute in parallel. The final output class of 

the random forest is chosen by finding the mode output class of the individual tree. Ensemble 

algorithm called Bootstrap aggregating or bagging is used for training algorithm of the 

random forest. The main difference between the original bagging tree and random forest is 

that random forest uses a random subset of features. The main reason for this is that most 

decision trees can provide the correct prediction of class for the most part of the data and 

makes mistakes in different places. 

 

Fig.11. Structure of the Random Forest Classifier [33] 

Although the random forest can give the correct prediction, overfitting which may lead to 
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wrong prediction can be occurred when the trees are over grown. It can be prevented by 

optimizing a tuning parameter which governs the number of random features to grow each 

tree. In this proposed research, a random forest classifier with 100 decision trees is used to 

classify the nodules and non-nodules. Each tree has 9 depths and 5 folds are used to train each 

weak learner. 

 

3. RESULTS AND DISCUSSION 

The experiment is conducted using 61 different cases with 3870 total slices downloaded from 

LungCT-Diagnois collection. Each case consists of about 60 to 150 slices and single nodule 

per case. 30 cases of the collection are used for training and 31 cases are used for testing. The 

random forest classifier with 100 decision trees is used for nodules and non-nodules 

classification. The classifier is trained using eleven extracted features from segmented 

nodules. The major voting method is applied to select the final prediction from 100 trees. 

Table 2 describes the example of the dimension of the extracted feature vectors and the final 

classification result from the random forest classifier. In this example, there are 6 candidate 

nodule blobs referred to as B-1 to 6. 

The prediction results obtained from the confusion matrix are used to evaluate the performance 

of the system. The four statistical measures of the performance such as sensitivity, fall-out, 

precision and accuracy are calculated for performance of the system by using the formulae 

described below.  





 PositiveCondition 

 Positive True
ySensitivit                                                         (11) 





 NegativeCondition 

 Positive False
out-Fall                                                              (12) 





 Positive OutcomeTest 

 Positive True
Precision                                                         (13) 


 


 Population Total

 Negative True Positive True
Accuracy                                                 (14) 
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Table 2. An example of the features extracted and classification results 

Features B-1 B-2 B-3 B-4 B-5 B-6 

Eccentricity 1 0.9 1 1 1 1 

Volume 289 236 246 351 1442 1338 

Diameter 25.4 17.5 29.5 29.7 53.1 63.3 

Surface Area 574.9 382.8 495.8 693.1 2707 2557 

Margin 0.14 0.16 0.18 0.13 0.06 0.07 

Density 1.6 1.3 1.3 1.9 7.9 7.5 

Correlation -0.03 -0.45 -0.19 -0.17 -0.06 -0.46 

Contrast 3638 6941 6487 3376 10770 7606 

Entropy 5.66 9.53 5.50 5.86 7.25 7.19 

Energy 0.003 0.01 0.004 0.002 0.0007 0.0007 

Homogeneity 0.0003 0.0005 0.0001 0.0003 0.0001 0.0001 

Final Result Non-nodule Non-nodule Nodule Non-nodule 
Non-nodul

e 

Non-n

odule 

The proposed system achieves 96% sensitivity, 12.5% fall out, 88% precision and 92% 

accuracy. The confusion matrix of the testing is given in Fig. 12.  

 Nodule Non-nodule 

Nodule 30 1 

Non-nodule 4 28 

Fig.12. Classification results in confusion matrix 

     

(a) 

 
 

 
   

(b) 

Fig.13. Examples of true positives and true negative (a) Nodules (b) Non-nodules 
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     (a) (b) 

Fig.14. (a) Nodule wrongly classified as non-nodule (b) Non-nodules wrongly classified as 

nodules 

Fig. 13 shows the examples of successfully classified nodules (true positives) and non- nodule 

(true negatives). Fig. 14 shows nodule which is wrongly classified as non-nodule (false 

negative) and non-nodules which are wrongly classified as nodules (false positives) of the 

classification. The wrong classification for false negative was occurred because of the 

attachment of the non-nodule candidates as shown in Fig. 14 (a). For the false positives in Fig. 

14 (b), wrong classification was occurred because the non-nodule candidates appear in most 

of the layers of the 3D and it makes to increase the volume of the candidates. 

For the computation time, the proposed system takes around 7 minutes for a case having 60 

slices in average. The system is developed using MATLAB R2016b and the processor is 

Intel(R) Core(TM) i7-6500U CPU @ 2.60GHz, 8MB RAM. The processing time for each 

function in the proposed system is illustrated in Table 3. 

Table 3. Processing time of the proposed system 

Function Name Calls Total Time Self-Time 

ProposedCAD 1 422.706 s 0.820 s 

FeaturesExtraction 8 412.655 s 412.079 s 

Segmentation 65 6.048 s 0.287 s 

imsegfmm 65 3.8837 s 0.055 s 

fastmarchingmex (MEX-file) 65 3.722 s 3.722 s 

RandomForestClassification 1 1.723 s 0.018 s 

The comparison of the performance of the proposed method with others published 3D 

methods is described in Table 4. 

 

4. CONCLUSION 

This research proposes a hybrid system to detect the pulmonary nodule using 2D nodule 

candidates segmentation, 3D nodule candidates reconstruction and feature extraction. Thirty 

eight (38) different cases of lung cancer from Lung CT-Diagnois collection downloaded from 

TCIA are used to test the system. By applying the fast marching, the nodule candidates from 
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2D CT slices of each case are segmented first. Applying this segmentation method can ease 

the inconveniences of (i) appropriate threshold value selection in morphological and 

thresholding segmentation, (ii) noise sensitivity and over segmentation of watershed 

segmentation and (iii) time consuming and less sensitive to weak edge of active contour. The 

segmented nodule candidates from 2D slices are subsequently required for 3D reconstruction 

and feature extraction. The proposed hybrid method also can eliminate the computational 

effort of using only 3D. The random forest gives the classification accuracy of 92% with 4 

false positives and 1 false negative. As a future work, the nodules outputted by the system can 

be used to classify benign and malignant nodules. Moreover, the system can be improved by 

extracting more 3D image features to get better results. 

Table 4. Comparison of proposed system with literature 

Methods Samples Segmentation Classifier Accuracy 

[15] 144 

Bounding box, 

Binarization, 

Rolling ball, 

Dot enhancement filter 

SVM 86% 

[16] 58 

Active contour, 

3D visualization 

technique 

KNN 90% 

[17] 30 
3D multi-scale Block LBP 

filter 
- 89.7% 

[18] 65 
Thresholding, 

3D blob algorithm 
SVM 89.19% 

Proposed Method 61 

Fast marching, 

3D connected component 

labelling 

Random forest 92% 
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