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ABSTRACT 

Deep Learning Neural Network (DLNN), is a new branch of machine learning with the ability 

for complex feature representatio

Although it was mainly suited for image feature (since it was inspired by object recognition 

method of mammalian visual system), if any type of feature can be translate into image, other 

type of data could be fit for using DLNN. In this paper, we prove that Mel Frequency 

Cepstrum Coefficient (MFCC) feature generates from audio signal of infant cry could be used 

as input feature for the Convolution Neural Network (CNN)
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Although it was mainly suited for image feature (since it was inspired by object recognition 

method of mammalian visual system), if any type of feature can be translate into image, other 

fit for using DLNN. In this paper, we prove that Mel Frequency 

Cepstrum Coefficient (MFCC) feature generates from audio signal of infant cry could be used 
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The result shows CNN can be used to classify between normal and pathological (asphyxiated) 

cry with 94.3% accuracy in training set and 92.8% accuracy in testing set. 

Keywords: Deep Learning Neural Network (DLNN); Convolution Neural Network (CNN); 

Mel Frequency Cepstrum Coefficient (MFCC). 

 

1. INTRODUCTION 

Deep Learning Neural Network (DLNN) is a branch of machine learning [1] with the ability 

for complex feature representation relative to current fourth-generation neural networks. 

DLNN was proposed by [4] as an improvement to the conventional fourth-generation neural 

networks. The DLNN is inspired by object recognition method of the mammalian visual 

system in which information entering the retina to visual center undergoes several cascading 

layers that sequentially extract edge, part, shape features and then finally forming an abstract 

based on those features. Similarly, DLNN extract features layer-by-layer and combines 

low-level feature to become high-level feature during each layer’s processes [2]. The model 

makes DLNN particularly excellent in problems such as image classification, object detection 

and semantic segmentation [3].  

There are several types of DLNNs namely Deep Belief Neural Network (DBNN), Stacked 

Auto-Encoders (SAE) and Convolution Neural Network (CNN). Comparing the training 

methods with Multilayer Perceptron (MLP), DBNN and SAE used greedy layer-wise 

algorithms (e.g. Restricted Boltzmann Machine (RBM) for DBNN and Auto-Encoders for 

SAE) while MLP used initials random matrix in its weight [2]. The training for CNNs is 

relatively like MLP (Gradient Descent Back-Propagation). The work in this paper focuses on 

CNN as it was reported as an excellent tool in the deep learning framework [5]. 

Due to CNN’s excellent visual-spatial recognition ability, the application areas of CNN is very 

broad. One of its famous usage examples is handwriting recognition [5]. CNN have also been 

explored for medical research purposes. For example, in [6-7], deep learning was applied on 

Magnetic Resonance Imaging (MRI) and Positron Emission Tomography (PET) images. 

Although more suited for images, if other types of features can be represented like that of an 

image, other applications are also possible (for example, sound). In [8], a CNN was trained to 
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classify the sound of heart sound phonocardiogram. The MFCC algorithm was used to 

discover a-time frequency representations to be used as features for the CNN. The CNN 

structure consisted of two convolutional-pooling layer pairs and a fully-connected MLP at the 

back. The optimal parameters for the convolutional filters and strides were done using a 

combination of manual testing and random search. The authors reported good classification 

accuracy (above 80%), showing the CNN’s capability for automatic feature extraction and 

ability of MFCC to distinguish between normal and abnormal heart sound from noisy data. 

Mel Frequency Cepstrum Coefficient (MFCC) features generate two-dimensional features 

similar to images. MFCC also has been used as an input feature for CNN for baby cry detection 

in domestic environments [9] with 82.5% accuracy. Similarly, in [10], a CNN was trained to 

recognize three types of infant cries (hunger, pain and drowsiness) using spectrograms as the 

inputs. Results showed that the CNN managed to obtain 78.5% validation accuracy when 

trained for 25,000 iterations. A common pattern for all research using sound inputs was that all 

sound features could be fed to CNN if it can be represented as an image. 

In this paper, we demonstrate the ability of the CNN to extract and classify features from 

MFCC features for detection of infants suffering from asphyxia based on their crying sound 

patterns. MFCC features was extracted from infant cry sounds and fed to the CNN. As will be 

shown in the results, the CNN managed to classify the feature accurately with above 90% 

accuracy. The remainder of this paper is as follows: Section II presents the methodology used, 

followed by the results and discussions in section III. Finally, concluding remarks are presented 

in section IV. 

 

2. METHODOLOGY 

2.1. Data Collection 

Two type of dataset needed for classification purpose. Since the objective in this work is to 

detect asphyxiated baby from their cry signal, the normal cry (without any pathological 

condition) also needs to be collected. By this two signal, classification can be made using 

CNN. For normal cry, the dataset were obtained from the InstitutoNacional de Astrofísica, 

Óptica and for asphyxia the dataset was obtained from University of Milano-Bicocca. All the 
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signal came in form of Microsoft Wave (WAV) file. The signals were then segmented into 

1-second samples, producing 284 asphyxia signals and 316 normal cry signals. 

2.2. MFCC Feature Extraction 

From the 600 cry signals, MFCC was used to extract the feature to be used in CNN. The 

feature were extracted using typical MFCC settings used in [11-14]. The number offB was 

obtained with used of the sampling frequency (fs) using Equation Erreur ! Source du renvoi 

introuvable. which give the typical number of fB = 26 forfs = 8000Hz and typical value of nc 

= 12.  

fB = 3 x log10 x fs                 (1) 

From this, an output of m x nc size of a MFCC feature were generated (Fig.1). This output 

will be used as input part to the CNN.  

2.3. CNN Parameter 

A typical CNN architecture consists of a convolution layer, Rectified Linear Units (ReLU), 

max pooling layer and fully connected layer [1, 6, 15-16]: 

1. Convolution Layer(s): The Convolution Layer(s) are a collection of filter banks (kernels) 

that are used to extract features from the inputs. Each kernel is responsible to detect 

specific patterns by examining small portions in the image as a feature [1, 17]. These 

kernels have tunable parameters which can be optimized for better feature extraction. 

2. Rectified Linear Units (ReLU): ReLUs typically follow the Convolution Layers as an 

activation function. In neural network, the activation function is a function that determines 

whether a neuron fires or stays dormant. The commonly used MLP activation function 

(tangent-sigmoid) is less suitable for training CNNs since it has the problem of vanishing 

gradient (gradient essentially become zero after several iteration of training). Therefore, 

ReLU was proposed as an alternative to tangent-sigmoid activation function to avoid this 

issue [18]. Additionally, since the calculations inside ReLU layers is simpler, they are also 

able to speed up CNN training [19]. 

3. Pooling: Convolution and ReLU layers typically generate a significant amount of features. 

The features may impact CNN training performance if these features are sent directly to the 

deeper layers of the CNN without simplification. Pooling layers help to reduce the 
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resolution (scale) of the features thus decreasing the calculation costs for the following 

layers. Additionally, pooling layers can avoid local variances and smooth out the output. 

Three types of pooling methods are available namely max, min and average pooling [17]. 

The pooling method choice is then applied independently on each feature map produced by 

the convolution and ReLU layers [1-2]. 

4. Fully Connected Layer: The fully connected layer serves as the classification layer to 

complete the CNN. The fully connected layer is very similar to that of the Multi-Layer 

Perceptron (MLP) [22], which performs classification of the previously extracted features 

through the use of trained weighted connections.  

5. Softmax Layer: The softmax layer is fitted at the output of the Fully Connected Layer [1, 

17]. Its role is to consolidate and present the final CNN output to the user [6, 17]. Softmax 

activation function has been widely adopted in CNN due to its simplicity and probabilistic 

interpretation [20]. 

The possible combinations of convolution, RELU and Pooling layers are theoretically 

limitless and repeatable (however, the practical limitation is the processing power available in 

the GPU). Through a process called weight tying/sharing, each output from the previous layer 

is sent as an inputs to the next layer [2, 17]. 

In this work, a single-convolution structure for CNN parameter was used to test its ability in 

classifying sound feature. The CNN structure [21] used is shown in Fig.2. Two properties 

were adjusted during classification process namely the number of filters and filter diameter. 

These properties were used in CNN convolution part as a filter to extract the information in 

dataset. Adjusting this two value may affect the classification performance. The possible 

number of filter for selection [23] in this work is between 1 to 10, while the diameter is 

between 5 to 50 with 5 increment. The dataset were divided by the ratio of 70:30 for training 

and testing. 
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Fig.1.Sample two-dimensional output from MFCC 

 

Fig.2. CNN layers to classify MFCC feature 

 

3. RESULTS AND DISCUSSION 

Fig.3 shows the result acquired from all possible combination number of filter and its 

diameter in the convolution layer. From the upwards trend of the graph, we can see that 

increasing the number of filters and their diameter size increases the CNN accuracy until a 

certain saturation point (at six filters). As can be seen, when the number of filters were 

increased to six, there were no noticeable improvement in the training accuracy while 

showing a decrease in testing accuracy. This may be caused by the low sampling frequency 

used for collecting data (we used the minimal sampling frequency of 8,000 during MFCC 

feature extraction). Because of this, the MFCC resolution became lower. With this resolution, 

we infer that a small number of filters is sufficient to extract the MFCC features. Based on the 

best number of filters, we proceeded with analyzing the optimal filter diameter size to use 

with this number of filters. 

Table 1 shows the ten best results from all the possible combinations of filter number and its 

diameter in the convolution layer. The best result achieved was using four filters with a 

diameter of 30. This parameter combination produced 94.29% accuracy for training set and 

92.78% accuracy for testing set.  
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Another observation was that four filters was the majority choice for the top ten results. From 

this information, we analyzed the CNN further using four filters, and the result is shown in 

Fig.4. It can be seen clearly there was a dramatic improvement in CNN training and testing 

accuracy when the filter diameters were varied between 5 and 10. When the filter diameter 

was further increased, there were minor improvements to the classification accuracy. With 

resolution at 8,000 sampling frequency, diameter size of 30 give the balance result between 

training and testing accuracy. The resulting confusion matrix for classification is shown in 

Fig. 5 and Fig. 6. 

 

Fig.3. CNN accuracy versus number of filters 

Table 1. Best ten result achieve from the combination of number of filters and filter diameter 

No. of Filters Diameter of Filters Training Accuracy Testing Accuracy 

4 30 94.29 92.78 

4 45 94.52 92.22 

4 35 94.29 92.22 

7 10 95.00 91.67 

4 50 94.29 91.67 

4 15 93.81 91.67 

4 25 93.81 91.11 

4 20 94.52 91.11 

4 10 94.05 91.11 

10 45 94.52 90.56 
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Fig.4.CNN accuracy versus filter size (optimal number of filters set at four) 

 

Fig.5.Confusion plot for training set 

 

Fig.6. Confusion plot for testing set 
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4. CONCLUSION 

This paper has presented a CNN trained on MFCC features to diagnose asphyxia in babies. A 

single convolution CNN was trained with MFCC features of normal and asphyxiated baby cry 

signals. The results show that the proposed method yielded very high accuracy, proving that 

the proposed method is very suitable for newborn asphyxia diagnosis based on non-invasive 

data acquisition method. 
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