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ABSTRACT 

This paper presents a performance evaluation of Faster Region

Network method with different parameters to observe the mean average precision. Faster 

R-CNN replaces the previous proposal method with Region Proposal Network to complete 

the network. RPN predicts object bounds and its scores at each region making it a fully 

convolutional network. RPN produces almost cost

shares fully image convolutional features with detection network. The use of this technique 

improve training and testing speed and mean average precision (mAP) compared to SPPnet. It 

can achieves approximately 10ms per image for object detection and time cost in region 

proposal. The dataset used to train and test is on VOC 2007. This technique is implemented in 

MATLAB R2017a using Caffe on NVidia GTX 1060 and GTX 1080.
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1. INTRODUCTION 

Convolutional Neural Network is known as a feed-forward artificial neural network that is 

originally inspired by biological process that is the form of the animal visual cortex more 

specifically, cat. It is a powerful visual models that has the ability to train end-to-end and 

pixels-to-pixels even between low or high resolution images [1-2]. Furthermore, object 

detection is a process to detect instances of semantic objects of a category such as cars, 

humans or animals. It also identifies how image windows should cover the whole object into a 

class [3]. This method can combine high-level context with several low-level images features 

that gives the best performance when combine with R-CNN [4].  

Region-based Convolutional Neural Network (R-CNN) method was initially developed by 

using deep ConvNet to categorize object proposals. After that, spatial pyramid pooling 

networks (SPPnet) was introduced by sharing computation with R-CNN for speed 

improvement. SPPnet classifies object proposals by computing convolutional feature map of 

input image using feature vector that is extracted from the featured map[5]. However, there 

are few disadvantages of this system such as the training is a multi-stage pipeline, training 

may cost expensive in memory space and object detection takes 47 seconds per image on a 

GPU [2]. 

Therefore, Fast R-CNN was proposed to overcome the drawbacks that is originally the work 

of Ross Girshick. The whole idea of Fast R-CNN is that the network takes a set of object 

proposal and its entire image as input, processing the image with few max pooling and 

convolutional layers to produce a feature map [6]. This network also noticeably takes 

advantage of using GPU to accelerate proposal computation. 

Additionally, Faster R-CNN was developed not long after the previous network with the 

introduction of Region Proposal Network (RPN) enabling the network to share convolutional 

layers. Hence, reducing the cost for computing proposals to 10ms per images [7-8]. 

It has come to our knowledge that handcrafted technique or the previous technique consumes 

a lot amount of time and various parameters can affect the precision of the results. This paper 

presents the latest implementation of convolutional neural network that is the Faster R-CNN 

and performs performance evaluation of input parameters for better precision. 

This paper is organized as the following sections: In section I, introduction of this paper is 

explained. In section II explains the methodology of this paper. Next, section III shows and 

discuss the results obtained. Lastly, section IV will conclude this paper. 
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2. METHODOLOGY 

2.1. Fast Region-Based Convolutional Neural Network (R

R-CNN is a visual object detection system that combines bottom

features previously computed by convolutional neural network. This system will initially 

computes the region proposal with selective search technique and pass the propo

convolutional neural network for classification. Fig. 1 shows the illustration of R

original model of which Fast R

After that, Fast R-CNN is applied with the ability to shares computation which makes it th

most important factor. Fast R

training using multi-task loss, the training can update all layers of network and feature 

caching does not require storage as shown in Fig. 2 

Fig.2.
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Based Convolutional Neural Network (R-CNN) 

CNN is a visual object detection system that combines bottom-up region proposals with 

features previously computed by convolutional neural network. This system will initially 

computes the region proposal with selective search technique and pass the propo

convolutional neural network for classification. Fig. 1 shows the illustration of R

original model of which Fast R-CNN is based on. 

Fig.1. System flow of R-CNN [6] 

CNN is applied with the ability to shares computation which makes it th

most important factor. Fast R-CNN is improved with higher detection quality, a single stage 

task loss, the training can update all layers of network and feature 

caching does not require storage as shown in Fig. 2 [6]. 

Fig.2. System flow of fast R-CNN [6] 
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up region proposals with 

features previously computed by convolutional neural network. This system will initially 

computes the region proposal with selective search technique and pass the proposal to the 

convolutional neural network for classification. Fig. 1 shows the illustration of R-CNN, the 

 

CNN is applied with the ability to shares computation which makes it the 

CNN is improved with higher detection quality, a single stage 

task loss, the training can update all layers of network and feature 
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2.2. Detection Object Proposal Methods

This technique is similar to interest point detection but the time when interest points were 

proposed, the computation of feature descriptors was very expensive 

feature descriptors compute interest points that are useful for detection, classification and 

retrieval. Despite that, object proposals do not necessarily improve the quality of interest point 

detection. Moreover, these methods uses low

a window is included for detection or absence similar to using a classifier to remove 

unrequired proposals. These few methods reviewed to generate detection proposals:

 SelectiveSearch capture all objects sca

using hierarchical algorithm 

influence regions to form an object and this algorithm is reasonably fast to compute as 

depicted in Fig. 3. 

Fig.3. Example showing many

 EdgeBoxes is another method in finding object proposals allowing separation of fully 

enclosed contours thus measuring the score of the edge

coarse-to-fine search refines the method 
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ect Proposal Methods 

This technique is similar to interest point detection but the time when interest points were 

proposed, the computation of feature descriptors was very expensive [9]

feature descriptors compute interest points that are useful for detection, classification and 

retrieval. Despite that, object proposals do not necessarily improve the quality of interest point 

detection. Moreover, these methods uses low-level features of image to discriminate whether 

a window is included for detection or absence similar to using a classifier to remove 

unrequired proposals. These few methods reviewed to generate detection proposals:

SelectiveSearch capture all objects scales even though some objects have less boundaries 

using hierarchical algorithm [10]. Therefore, colour, shading, texture or enclosed parts can 

influence regions to form an object and this algorithm is reasonably fast to compute as 

Example showing many different scales of objects [10]

EdgeBoxes is another method in finding object proposals allowing separation of fully 

enclosed contours thus measuring the score of the edge-based function 

fine search refines the method in order to find top-ranked object proposals 

923         912 

This technique is similar to interest point detection but the time when interest points were 

[9]. This is because 

feature descriptors compute interest points that are useful for detection, classification and 

retrieval. Despite that, object proposals do not necessarily improve the quality of interest point 

level features of image to discriminate whether 

a window is included for detection or absence similar to using a classifier to remove 

unrequired proposals. These few methods reviewed to generate detection proposals: 

les even though some objects have less boundaries 

. Therefore, colour, shading, texture or enclosed parts can 

influence regions to form an object and this algorithm is reasonably fast to compute as 

 

[10] 

EdgeBoxes is another method in finding object proposals allowing separation of fully 

based function [11]. A simple 

ranked object proposals 
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across aspect ratio, scale and position evaluation as in Fig. 4. A pair of groups si and sj is 

computed based on mean positions xi and xj with mean orientations θi and θj where θij is 

the angle between xi and xj and γ adjust the affinity’s sensitivity to the changes within 

orientation using:  


 )cos()cos(),( ijiijiji ssa               (1) 

wb(si) is a continuous value that places whether si is contained in b with value 1 or 0 and T is 

an ordered path of edge groups with length t. This is to find the path with the highest affinity 

between edge group and the group that overlaps the boundary of the box as describes:  


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ib ttasw                     (2) 

The width and height of the box are defined as bw and bh, k is used to offset the bias of large 

windows with the value of 1.5 and sum of all mi is computed using integral image to speed 

computation using:  
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Lastly, subtract the edge magnitudes from bin as edges in the center of the box are less likely 

to be important than the box’s edges [7]. Thus, using integral image to compute the sum of 

edge magnitudes in bin as shown below: 
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Fig.4.Illustration of removing contours that overlap the boundary of the box [11] 
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2.3. Region Proposal Network (RPN) 

Region Proposal Network takes image feature map and set of rectangular object proposals as 

outputs with each object score. This network is included in fully convolutional network. 

Besides that, this network will evaluate the region obtained from different anchors and sliding 

windows and hence, the bounding box regression. Image feature map is taken by applying 

3*3*256 convolutional kernel in the fifth convolution layer. Thus, producing a 256 dimension 

of intermediate layer. The layer will feed into two branches that are object score and 

regression. Object score determines if region is a thing or stuff whereas regression determines 

how bounding box should change to become similar to ground truth box. Fig. 5 shows an 

overview of Faster R-CNN with RPN. 

 

Fig.5.Left: Overview of faster R-CNN network. Right: Region proposal network [7] 

 

3. RESULTS AND DISCUSSION 

In this section, we observe the mean average precision of different type of parameters. 

Average precision (AP) is the common metric used to recognize object for each categories 

[12]. The parameters are the minimum batch size, maximum pixel size of a scaled input image 

and the image scales that is also the short edge of the input image. We vary five of each 

parameters to observe its influence on the mAP. The dataset used for detection benchmark is 

PASCAL VOC 2007. The dataset consists of approximately 5000 training images and 5000 
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testing images with 20 object categories that are airplane, bicycle, bird, boat, bottle, bus, car, 

cat, chair, cow, dining table, dog, horse, motorbike, person, potted plant, sheep, sofa, train and 

television. In addition, Zeiler and Fergus (ZF) network is implemented in the experiment that 

has five convolutional layers and three fully connected layers [13]. We evaluate the training 

and testing in NVidia graphic card since it is the only GPU that MATLAB supports as of now. 

Besides that, GPU speeds up training and testing over any central processing unit (CPU) 

greatly [14]. 

Table 1 shows that the higher mini-batch size slightly increase for some individual categories 

on VOC 2007. In the bottle category, a mini-batch size of 129 increase drastically than the 

previous numbers.  

Table 1. Results on various minimum batch size 

 

Category 

Mini-Batch Size 

64 80 96 112 128 

mAP 58.3 59.1 59.5 59.7 59.7 

Aero 65.3 63.3 65.8 65.1 65.7 

Bike 71.3 71.7 69.5 73.6 70.5 

Bird 56.5 55.4 56.9 53.9 56.4 

Boat 44.3 43.0 44.3 42.0 43.4 

Bottle 28.0 30.0 30.8 31.5 62.3 

Bus 66.7 66.8 69.0 66.8 69.2 

Car 72.3 72.9 73.7 73.5 73.2 

Cat 71.5 71.0 71.6 72.9 71.9 

Chair 33.1 33.3 35.6 35.7 34.7 

Cow 63.3 65.0 64.7 65.6 64.3 

Table 58.7 62.1 62.6 64.4 62.4 

Dog 63.6 67.6 67.6 68.4 67.5 

Horse 75.0 76.7 76.0 79.0 75.5 

Motorbike 68.4 67.5 67.8 66.3 66.9 

Person 64.5 64.3 64.7 64.9 65.3 
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Plant 28.2 30.4 26.6 30.8 28.7 

Sheep 56.8 59.3 60.4 58.7 59.9 

Sofa 54.0 55.5 56.4 52.6 56.6 

Train 69.0 68.8 68.8 69.9 71.2 

TV 55.8 57.7 57.4 59.2 59.2 

In Table 2, increasing the maximum pixel size of the scale input image gives better results 

compared to mini-batch size for most individual categories. This is one of the important 

factors influence the average precision for each categories. Hence, giving a better mean 

average precision for overall categories. 

Table 2. Results on various maximum pixel size of A scaled input image  

 

Category 

Maximum Pixel Size 

600 650 700 750 800 

mAP 56.2 57.1 58.4 59.3 60.2 

Aero 59.1 61.9 63.6 62.7 65.2 

Bike 69.7 68.9 71.6 71.6 74.3 

Bird 52.3 55.3 57.6 57.6 58.2 

Boat 40.2 38.7 43.8 44.6 44.8 

Bottle 26.9 29.4 27.9 29.4 33.4 

Bus 65.3 63.5 65.6 63.1 67.3 

Car 72.2 71.9 73.4 74.0 73.3 

Cat 65.1 67.7 70.3 69.0 71.5 

Chair 32.8 32.9 34.0 35.5 38.4 

Cow 62.4 63.8 65.0 66.0 66.1 

Table 58.8 56.7 61.6 60.7 62.2 

Dog 61.3 65.6 66.2 68.5 68.2 

Horse 74.0 75.6 75.8 76.5 77.9 

Motorbike 64.6 66.5 69.1 68.6 66.9 

Person 63.1 64.8 63.9 64.7 64.9 

Plant 29.6 28.3 30.3 29.9 29.2 



F. H. K. Zaman et al.          

 

 

Sheep

Sofa 

Train

TV 

Lastly, in Table 3, increasing the short edge of the input image or image scales give 

significance difference in overall mean average precision than previous numbers. Image 

scales is also one of the major parameters to influence the average prec

categories. Hence, most categories give better results with the increase of image scales.

Fig.6. Precision vs. Recall on PASCAL VOC 2007 dataset

Table 3.

 

Category

mAP

Aero

Bike 

Bird 

Boat 
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Sheep 58.4 56.7 58.3 58.7 58.2 

 48.8 50.8 47.4 56.5 55.2 

Train 67.8 67.7 69.2 71.3 69.9 

 51.7 54.8 53.9 58.0 58.4 

Lastly, in Table 3, increasing the short edge of the input image or image scales give 

significance difference in overall mean average precision than previous numbers. Image 

scales is also one of the major parameters to influence the average prec

categories. Hence, most categories give better results with the increase of image scales.

Precision vs. Recall on PASCAL VOC 2007 dataset

Table 3.Results on various image scales 

Category 

Image Scales 

300 350 400 450 500 

mAP 45.9 49.8 54.3 56.3 58.1 

 50.4 53.6 56.0 61.9 65.3 

 53.6 59.3 66.0 69.7 70.6 

 38.7 45.6 53.5 55.4 52.6 

 31.2 31.3 37.8 38.1 41.3 

923         917 

Lastly, in Table 3, increasing the short edge of the input image or image scales give 

significance difference in overall mean average precision than previous numbers. Image 

scales is also one of the major parameters to influence the average precision for each 

categories. Hence, most categories give better results with the increase of image scales. 

 

Precision vs. Recall on PASCAL VOC 2007 dataset 
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Bottle 24.3 25.7 28.1 28.3 31.1 

Bus 48.9 55.4 58.3 61.8 63.4 

Car 62.9 67.7 70.7 72.2 72.7 

Cat 48.0 54.1 61.0 67.5 68.4 

Chair 27.6 28.2 32.2 33.3 34.0 

Cow 53.2 57.6 63.7 60.4 63.3 

Table 43.0 54.1 57.7 58.3 63.7 

Dog 43.5 44.3 57.6 62.5 64.9 

Horse 66.0 66.1 71.6 75.0 75.5 

Motorbike 55.3 61.7 63.7 66.5 66.8 

Person 56.1 59.6 61.9 63.5 64.1 

Plant 22.2 23.9 24.3 27.0 28.2 

Sheep 51.4 54.4 56.7 55.6 57.3 

Sofa 38.7 42.0 46.6 50.2 53.2 

Train 55.1 62.1 65.7 67.3 68.0 

TV 47.3 49.5 52.8 52.1 58.1 

Another evaluation is analyzed using Simonyan and Zisserman model (VGG-16) to observe 

the mean average precision. VGG-16 model has 13 convolutional layers and 3 fully connected 

layers [15]. In Table 4, we set the parameters of 800*800 maximum pixel size, 500*500 

image scales and mini-batch size of 128. The mean average precision result in 7.7% better 

than using ZF model. 

Table 4. Results on VOC 2007 using VGG-16 network compared with ZF network 

Category VGG-16 Network ZF Network 

mAP 67.9 60.2 

Aero 68.2 65.2 

Bike 78.6 74.3 

Bird 64.6 58.2 

Boat 53.5 44.8 

Bottle 47.8 33.4 
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Bus 76.0 67.3 

Car 79.4 73.3 

Cat 80.6 71.5 

Chair 48.9 38.4 

Cow 77.5 66.1 

Table 64.5 62.2 

Dog 78.3 68.2 

Horse 81.7 77.9 

Motorbike 75.3 66.9 

Person 76.0 64.9 

Plant 34.9 29.2 

Sheep 67.7 58.2 

Sofa 63.5 55.2 

Train 75.7 69.9 

TV 65.8 58.4 

Table 5 shows the best mAP for each categories when the given parameters are set with the 

best value. It seems that adjusting the image scales does not give the best mAP at any values 

compared to the other two parameters for all categories. On the other hand, minimum batch 

size and maximum pixel size give the best mAP performance at higher value for some 

categories. 

Table 5. Results on best mAP based on the given best parameters 

Category Mini-Batch Size Max Pixel Size Image Scales mAP 

Aero 96 - - 65.8 

Bike - 800 - 74.3 

Bird - 800 - 58.2 

Boat - 800 - 44.8 

Bottle 128 - - 62.3 

Bus 128 - - 69.2 

Car - 750 - 74.0 
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Cat 112 - - 72.9 

Chair - 800 - 38.4 

Cow - 800 - 66.1 

Table 112 - - 64.4 

Dog - 750 - 68.5 

Horse 112 - - 79.0 

Motorbike - 700 - 69.1 

Person 128 - - 65.3 

Plant 112 - - 30.8 

Sheep 96 - - 60.4 

Sofa 128 - - 56.6 

Train - 750 - 71.3 

TV 128 - - 59.2 

In Fig. 6 shows the comparison of average precision between each categories with mini-batch 

size of 128, 1000*1000 maximum pixel size and 600*600 image scales. The plot shows that 

the horse category has the most precision while plant has the least precision due to difficulty 

to extract the features from the category. 
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Fig.7. Examples of object detection results using PASCAL VOC 2007 dataset for mini-batch 

size of 128 

Fig. 7 shows four selected examples to detect object on VOC 2007 dataset using ZF model 

with the best parameters. The mAP for this test is 59.7%. Each output of the color boxes 

represents each categories label with softmax score within [0, 1]. The score threshold was also 

left by default in value 0.6 to display the images given. 
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4. CONCLUSION 

In conclusion, this paper has presented the performance evaluation when three different 

parameters are changed that are maximum pixel size, minimum batch size and image scales 

with the average precision of each categories on PASCAL VOC 2007 dataset. Although 

increasing the values of the parameters do not necessarily improve the average precision of 

each categories, it may slightly improve the overall mean average precision for all categories 

of the dataset. There are many parameters can be tweaked to observe the changes of mean 

average precision [16]. 
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