DEVELOPMENT OF MATHEMATICAL MODELS FOR PREDICTING THE IRON CONCENTRATIONS OF LAKE OUBEIRA WATERS (NE ALGERIAN)
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ABSTRACT

Facing the increase of surface water samples contaminated by ETMs, usually from the geochemical background, the emergence of new human diseases is worrying. To solve this problem, we have developed several models based on different learning algorithms qualified by high performance, using different transfer functions. We have shown that all the Neural Models presented more or less important performance compared to the one based on multiple linear regressions.

The best revealed model ANN in the current work is a MLP type that uses the Levenberg-Marquardt algorithm as a learning algorithm, with Tansig and Purelin as transfer functions, respectively in the hidden layer and the output layer. This successful model can be considered as an important tool of great effectiveness in the context of environmental prediction and especially in anticipation of the iron contents of the Oubeira Lake water.
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I. INTRODUCTION

Since the last decade, the use of artificial neural networks (ANN) is being developed in many disciplines (environmental sciences, economics, ecology, biology, medicine, etc.). They are especially applied to solve problems of prediction [1], classification [2], of categorization, optimization, pattern recognition [3] and associative memory [4].

An artificial neural network (ANN) is qualified on data through a learning mechanism that acts on the network components to best achieve the expected task. The most widely used ANN family in recent years, as a decision support tool is the Multi-Layer Perceptron: MLP [5]. We cite as examples, a few relevant scientific investigations that showed the effectiveness of artificial neural networks basic models in environment forecasts:

Bouaoune and Dahmani [6] have presented an interpolation method application of neural networks. They showed nonlinear relationships between the variables.

Perez and Trier in [7] suggested predicting the NO2 concentration and NO nitric oxide in Santiago; their results showed that the neural network is the method which performs the lower prediction error, compared to other conventional methods. Cheggaga and Ettoumien in [8] showed the feasibility and effectiveness of using neural networks to non-recurrent layers to predict the wind speed from the studied data.

In Algeria, the Mediterranean climate area, potable, industrial and agricultural water comes mainly from groundwater and incidentally by surface water. To meet the continuous growing demand, the surface water is increasingly required. However, this water usually contains ETM from the geochemical background and / or human impact. For a proper utilization of such surface water, a view on their contents is important.

Water and mud analyses of Oubeira Lake, have revealed the presence of iron sometimes exceeding recommended concentrations. To monitor the evolution of iron responsible for the water quality degradation in the Oubeira Lake, it seemed important to have a predictive model most suited to the ecosystem modeling. The approach presented in this work to predict iron evolution according to the major elements (Ca^{2+}, Mg^{2+}, Na^+, K^+, Cl^-, etc.) is the application of multiple regression for its flexibility and Artificial Neural networks (ANN) type Multilayer Perceptron to establish a better relationship between these variables. Networks artificial neurons are currently widely used for modeling nonlinear complexes and linear systems. The NAS implementation based on statistical learning is more tedious. Both methods require a database.
II. MATERIAL AND METHODS

II.1. Presentation of the study area

Oubeira Lake, extensive inland hydro system, with an area of 21.73 km$^2$ is located NE Algeria (36 ° 51’ N - 8 ° 23’ E), at an altitude of 23 m (Fig. 1).

![Fig.1. Location of the study zone](image)

The bathymetric survey shows that the bottom is flat and smooth, with an increase in the depth of banks to the center. The maximum depth of Oubeira observed at the center varies between 2.40 m and 1.50 m during the wet period of closure dry [8].

The bottom of the lake is covered with a thick layer of mud, which reaches its maximum at the center (that is 2 m). This siltation derived from erosion could eventually lead to a serious destabilization of the ecosystem [9].

II.2 Geology of the study area

The Numidian is widely exposed in the Oubeira Watershed (Fig.2). It is represented by a predominantly sandstone formations at the basis and the top with respectively sub-numidian clays and associated clays with supra-numidian marl [10].
II.3. Description of data

Measurements taken *in situ* and water sampling for physicochemical analysis, were performed along six parallel transects, for a period from 2014 to 2015. Twenty-four measurement points have been made to better represent the spatial and temporal bathymetry variation, major elements and iron (Fig. 3). Thus, we have 132 observations.
Iron enters the colloidal lake through affluents and then disperses. The monitoring study of this element concentration, conducted between 2014 and 2015, shows a more or less cyclical (Fig. 4), and imposed by the erosion of the Oubeira watershed after perpetuation clays.

![Graph showing variation in iron content of the lake Oubeira](image)

**Fig.4.** Variation in iron content of the lake Oubeira (Observation Period: 2014-2015).

**II.4 Multiple Linear Regression**

Multiple linear regression is a powerful statistical tool which models the values of a random variable noted \( Y \) based on several explanatory variables noted \( X_1, X_2, \ldots, X_n \) [11]. The model is generally used to predict new values. The general form of the theoretical model of multiple linear regression is written as follows [12,13]:

\[
Y = A_0 + A_1 X_1 + A_2 X_2 + \ldots + A_n X_n + \varepsilon
\]

With:
- \( Y \): Dependent variable (explained);
- \( X_1, \ldots, X_n \): Independent variable (predictor);
- \( A_0, \ldots, A_n \): Model parameters estimated using the least squares method;
- \( \varepsilon \): Residue.

The quality of fit is assessed using the correlation coefficient \( R \).
II.5. Artificial neural networks type MLP

A forward-network of MLP type is graphically represented by a set of interconnected neurons; information flowing from inputs to outputs without backtracking [14,15]. The diagram of a feedforward network is acyclic (Fig. 5).

In fact, if we move in this type of network from any given neuron following connections, we cannot come back to the same initial neuron. Neurons that are running the latest calculation of functions composition is the output neurons. Those who make intermediate calculations are hidden neurons.

Fig.5. Schematic of an artificial neural network MLP

II.6. Modeling Techniques

Modeling approaches that have been developed to establish the best relationship between iron and major elements of the lake are based on two methods:

- Multiple Linear Regression
- MLP type Networks of artificial neurons.
Regression was applied to 132 observations, while artificial neural networks observations were split randomly between learning (70%), validation (15%) and the test (15%). 30% of the sample for the validation and performance testing of the prediction model involved in training.

III. RESULTS AND DISCUSSION

III.1. Multiple Linear Regression

The linear model provides a relation of the type:

\[
[Fe] = -0.63112 + 0.03337*[Ca^{2+}] + 0.08661*[Mg^{2+}] + 0.00073*[Na^+] - 0.15393*[K^+] \\
+ 0.00690*[Cl^-] - 0.01556*[SO_4^{2-}] - 0.00338*[HCO_3^-] + 0.07095*[NO_3^-]
\]

The correlation coefficient or empirical explanation of the multiple regression model is 0.63. Variance analysis shows that the Fischer test calculated is higher than the theoretical Fischer test (about 1%). This model is highly significant at \( P < 0.01 \) (ie \( P < 0.0001 \)), however only the magnesium and nitrates (variables) are significant at \( P < 0.05 \); the others are insignificant.

Observed levels scatter in iron based contents estimated by this model may fit a type of line \( Y = a.X \). However, few high values of iron deviate from the confidence interval at 95% (Fig. 6). The model developed by the multiple linear regression method is limited, it explains only 63% of the variance.

![Fig.6. Iron levels observed as a function of levels estimated by the model.](image-url)
The correlation coefficient obtained by the MLR model is $R = 0.63$. This shows that the levels of iron are not correlated very significantly in a linear way, with all the other physicochemical parameters.

From a practical point of view, for environmental prediction of physicochemical parameters, nonlinear components of the studied systems and the number of variables become more important. Consequently, it is best to explore nonlinear models such as artificial neural networks.

**III.2. Artificial Neural Network**

To improve the performance of a model established by the MLP type neural networks (multilayer Perceptron), we must change the network architecture, playing mostly on the number of hidden layers, or on the hidden neurons and/or the number of iterations [16,17]. We used Matlab 2013 software [18]. The database is divided randomly into three groups:

- 70% to drive the network.
- 15% to validate the network.
- 15% to test the predictive quality of the model.

To identify the most suitable architecture, several tests with a hidden layer consisting of 1 to 20 neurons, using the sigmoid function as a hidden layer activation function and the linear transfer function for the output layer. Supervised learning helps retain the best model because it iterates until the minimum middle squared error noted (MSE) between calculated and observed values. Figure 7 depicts the training of the network in the case of iron.

![Evolution of the mean squared error in the case of iron with 9 neurons in the hidden layer](image)
After eight iterations, the desired result is achieved with 9 neurons in the hidden layer (Fig. 8). The three curves (learning error, validation and test) properly converge on the optimum value of the middle square error.

Figure 8 shows the architecture of MLP type of artificial neural network. It is a network topology [8-9-1], which contains three layers:

- Eight neurons in the input layer represent the physical and chemical variables;
- Nine neurons in the hidden layer, are neurons that we have already chosen by trial and the performance indicators calculations;
- One neuron of the output layer, represents the iron contents.

The MLP type developed network model has a correlation coefficient for driving 87%. For the validation period, this coefficient is about 67 %, while for the test period, it was 84 %. By contrast, the correlation coefficients for this model to all three phases (training, validation and test) are about 79% (Fig. 9). This has been applied on a series of 132 observations.
III.3. Study of residues

The residue represents the difference between observed values and those estimated for both MLR models and ANN (Fig. 10). The model established by the neural network represents less dispersed residues comparing to those of the multiple linear regression.

Figure 10 shows the variation of residuals of the estimated values for the two models developed in this study. They show that the residues obtained from the MLP type developed model are significantly less dispersed. Generally between -0.5 mg/l and +0.5 mg/l, compared with those established by the multiple linear regression model (-0.5 mg/l and +2.5 mg/l).
Fig.10. Relations between the estimated values of iron and their residues with the models established by the ANN and MLR

The MLP type model of artificial neural network developed in this study for the prediction of iron contents is better than the one developed by multiple linear regression. This performance was also reported in many recent works concerning studies of the heavy metals relations with physico-chemical parameters of river sediments [19-22], and the prediction of organic carbon from the physico-chemical parameters in marine sediments [23].

IV. CONCLUSION

Iron contents of the studied aquatic ecosystem derive from the geochemical background of the area. These contents are subject to considerable variations from the µg / l to mg / l, which confer a difficult and unpredictable track. Also, for a better understanding of this pollutant, a modeling project has been undertaken to predict the iron contents of the Oubeira Lake water. Our results reveal the neural network method to be more effective than the multiple linear regression. In fact, the artificial neural networks allow an improvement of about 20% of the explanation of the variance with respect to that of the multiple linear regression. Iron concentrations in the ecosystem are related to major elements by non-linear relationships, which is common in aquatic ecosystems.
These results are encouraging to undertake further modeling approaches provided by artificial neural networks to improve the iron prediction model and possibly other ETM on one hand and enrich the database, on the other hand.
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