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ABSTRACT
The purpose of the study is to produce a model that can estimate a three-year forecast of the Philippine Daily Stock Exchange Index. Seasonal Autoregressive Integrated Moving Average (SARIMA) model is applied on a total of 4,927 daily data observations from 1995 to 2014. By then, actual and predicted values were compared through the paired t-test analysis by testing the hypothesis whether the two series of values are having significant difference or not, and other analysis signifying the accuracy of the model to forecast the future values, that is created through all processes that are included in the evaluation of the model. This study may help the government for generating well-informed decisions regarding the topic discussed and for any improvements they may be able to make in the stock exchanged shares in global market for the country’s sake after learning about possible outcome of the study.
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1. INTRODUCTION

 Philippine Stock Exchange has played a great role in the world-wide economic upsurge of every countries that has linked through with other countries pertaining a huge financial marketing system of trades in which securities, commodities, and shares with companies can be bought and sold through the processes involved. The stock exchange index is more specific making more formal mechanism for on which the shares are listed, mostly infrastructure that facilitates the trading of the shares, equity of shares, or stocks. By the start of the year 1995, there were already more than a hundred-and-eighty listed companies considering it overall from the year 1992 when the unification of Manila Stock Exchange and Makati Stock Exchange that has totaled a market capitalization of approximately 1.39 trillion Pesos.

 In 2012, Philippine Stock Exchange Index reached its records at an uttermost of 5, 832.83 closing at 5,812.73 in which there were overall of 254 listed companies that produced total market capitalization at approximately 10.93 trillion pesos [1]. In 2013, Philippine Stock Exchange has surpassed the 7,000 mark before the fourth month starts which is exactly 7,120.48 achieving high recorded instances for the Philippine Stock Exchange index closing levels. Summed up, the turnover value after half a year exceeded the full year value turnover recorded the previous year at 1.78 trillion. The following of the Index data continues to fluctuate, following the trend of the previous years which started from the midway part of the series where the values still has not exceeded the 2,000 mark.

 The study aims to forecast the Philippine Stock Exchange Index where in the processes involved, there will be models generated to forecast the two set of the data series. These models will undergo through processes, testing the accuracy of each of the model combinations. The series of the forecasted data may be of help with the financial insight of any decision making for the price index of the shares of the Philippines in the international trading.

 1.1 Objective of the Study

 The study aims to generate models that may be used in forecasting the two set of series of data of the Philippines Stock Exchange Index that satisfies the given processes of Time Series Analysis. The outcome of the study may be of help in any resolution regarding the data of the shares of the Philippine Stock Exchange Index by the decision-makers regarding the topics
discussed especially when talking about the Global marketing shares of the country. These
times, investors tend to capitalize their finances to companies that are having highly secured
level of investments and having good outcome values that may be fascinating their interests. It
might help the Philippine Stock Exchange to attract more investors and might entrust it
whenever they see how efficient or how well the companies in the Philippines can capably
hold onto their shares.

1.2 Research Paradigm

![Fig.1. Research paradigm]

1.3 Statement of the Problem

1. What are the behavior of the graphs of the Philippine Stock Exchange Index?
2. What are the models that will be used in forecasting the Philippine Stock Exchange
   Index series the opening market values and the closing market values?
3. What will be the predicted values of the marketing values on the time opened? The
   closing marketing values?
4. Is there a significant difference between the actual and the predicted values of the two
   series?

1.4 Scope and Limitations

Research study covers an entire 4927 total number of cases in each series of the Philippine
Stock Exchange Index, open and closed marketing values of data, from year 1995 until year
2014 by which the holidays weren’t given or not included in the data. Also, the updated
values will be observed in the study by means of the tests regarding its comparison with the
outcome forecasted values of Philippine Stock Exchange Index that will be generated
throughout all the processes included in the study.
2. METHODOLOGY

2.1. Statistical Methods

2.1.1. SARIMA: A Box-Jenkins Approach

Box Jenkins Method comprises identification of the model by which the model may be branded whether it has seasonal component or has not and whether it also has a unit root indicating the data series appears to be non-stationary, also, estimating and approximating the model chosen – one that is at least have lesser errors than the rest of the listed combinations of autoregressive terms and moving average terms generated from the actual data series which was either differenced non-seasonally or not and either it has undergone seasonal adjustment as to accord to how it was identified through the process. Diagnostic Checking of the model is being implemented after estimating the model, generating expected new values, the forecasted sample values and predicted sample values to be compared to the actual values of the data series. Lastly to forecast, the final forecasted values for the next period/s and its graphical presentation [12].

2.1.2. Augmented Dickey-Fuller test

Aside from the patterns that can be possibly present in a series, there also might be existing a unit root within by which a unit root is a random walk component that can make the data series be less possible to predict. In other words, unit root is a feature or a characteristic of a time series data having non-standard and non-normal asymptotic distributions that is not predictable. This means the series of values is not stationary.

David Dickey and Wayne Fuller developed a test that was named after them in 1979, the Dickey-Fuller test, which is used to whether a unit root is present in the an autoregressive model. Augmented Dickey-Fuller test is used to remove all the structural effects in the time series and then the test uses the same procedure. Null hypothesis (the data has a unit root) has to be rejected when the probability value exceeds the given hypothesized p-value of 0.01 which means the data has no need to be differenced, but fails to reject if it is equal or less denotes otherwise [13].

2.1.3. Forecasting

Each and every time a decision is to be made which is concerning for decisions that have long term consequences, it is quite necessary to prepare first and account the historical events to
predict what might happen. In this case, predicting the future is reasonably a necessity to generate more accurate conclusions as to what should be the decision to make whenever the outcome would be desirable or not. Decisions that involve the time based data like the stock markets, trade values of goods & services, currencies, and others that are measured at several points in time, number of events, or values that changes over time. Forecasting is how these data are being predicted using the past events or values form patterns that might possibly be present within it, whether the data follows or recreates pattern or not [18]. Forecasting has already been utilized foremost in the statistical approaches to the economic development of each and every single country now. There were two different ways of forecasting a data series, first, dynamic forecasting, where the model processes entirely the past values and is being used to predict future values on a long term run. This forecasting style most commonly to be used by researchers because of its capability to predict an extensive number of values, by which it depends on how accurate the model would be.

Static forecasting, on the other hand, uses the entire number of past values to predict a single value in the future, then, add the predicted value to the present values and reuse the model to forecast the next one and so on. This forecasting style produces predicted values that has closer means with the actual values since it generates the values bit by bit.

2.1.4. Autocorrelation & Partial-autocorrelation/Correlogram (Plotted)

There such a characteristic of a data series that the correlation between the values of the same variables is based on related objects. There is a similarity between observations as a functions of a time lag between them. For these somewhat occurrence of patterns, there are mathematical tools for finding any repetition of patterns, known widely as Autocorrelation and Partial-autocorrelation. These tools comprises many applications in a time series analysis especially in determining any possible patterns like seasonality that may be present in a series. Seasonality, as said earlier, is a pattern that recurs in a series, that means seasonality can also be detected using Autocorrelation & Partial-autocorrelation since it is plotted revealing a function at a time of every lag between the existing observed values. Furthermore, the Autocorrelation can also show the presence of a unit root. This may be possible because having a unit root in a data series makes a data series less to be potentially predicted using a model. Plotted correlogram may show a gradual decrease of the values each lag in a
correlogram which indicates the presence of a unit root, and it means the data is not stationary that it needs an order of differencing. It was one of the reason why these tools are used in a linear time series models such as SARIMA, ARIMA, ARMA, and etc.

Autocorrelation and Partial-autocorrelations is also used in determining the Auto-regressive and Moving Average terms. Autoregressive terms specifies the output variable which depends linearly on its own previous values and on the stochastic term pertaining a model that is in the form of a difference equation. Moving Average is a created series of average of different subsets of the full data set and a type of finite impulse response filter. Thus, integrating these terms forms a function that will become visible in a plotted Correlogram.

To sum it all up, the autocorrelation and partial autocorrelation or simply, the correlogram, is widely used by the researchers in stochastic approaches of a time series analyses for being able to make plotted presentation of functions out of any pattern that may be existing within the data.

2.1.5. Paired T-test

To compare the two paired sets of population means in the case of two samples that are correlated, whether there exist significant difference between them or not, Paired t-test is most commonly to be used. This is a statistical technique that is much necessary in 'before-after' studies, or when the samples are the matched pairs, or when it is a case-control study. Performing this, the two population means are being compared, the observed and the anticipated samples, after performing an expected forecast which simply tells us whether they differ from each other in a significant way under the assumptions that the paired differences are independent and normally distributed.

3. RESULTS AND DISCUSSIONS

3.1. Opening Price Values

As the plotted graph of the Opening Price Data Series, opening values each day of the given data, wavers upward but not until it takes on a gradual decreasing trend of its values for until starting quarter of the year 2003. It then progressed on a rising development. Note that the seasonality isn’t as clearly could be seen in the graph but it shows an obvious trend. This simply the series is potent to be not stationary and it might be necessary to difference the
series.

![Graph of the actual opening price data series](image)

**Fig.2.** Graph of the actual opening price data series

From the overall series of opening prices of the trading days, the stock market went up for approximately 5,500 increase in values in just the span of five years. The series on the year 2013 reaches its highest peak at 7,388.13 on the 16th day of May. It might possibly the time when the number of companies increased further even after a massive decline in the Philippine Stock Exchange index until the year end of 2013, closing with a gain of around 2.6%.

Until the start of 2014, the foreign funds continues to sell, anticipating recovery in more developed markets and jitters across emerging markets remain relevant. The year ended without exceeding the highest value recorded from last year.

Then, the plotted correlogram shows an extremely slow, turning to zero of the significant spikes in the autocorrelation this indicates the precise presence of a unit root. It means the values in the data series is not stationary and needs to be differenced. Though seasonality might possibly be either not so obvious in the correlogram plotted or it simply is not present. For so, seasonality test was performed to statistically identify the presence of a seasonal component.
Table 1. Seasonality test for opening price data series

<table>
<thead>
<tr>
<th>Regression Assumption</th>
<th>Value</th>
<th>Verbal Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability (F-stat)</td>
<td>0.9999</td>
<td>There is no presence of seasonal component within the data series and do not need to be differenced seasonally.</td>
</tr>
<tr>
<td>Probability (F-stat)</td>
<td>0.0000</td>
<td>There is a presence of seasonal component within the data</td>
</tr>
</tbody>
</table>

Investigators generated dummy variable coefficients, to be regressed against the series which produced F-stat Probability value 0.999996891, rejecting the null hypothesis that is: there is seasonal component lie within the series. It means the data series does not need to be seasonally adjusted. However, the assumption of having a trend in the series was utterly positive and effectively seen in the graph. Then, after having seasonality test in the series supposing there is a presence of a trend, result displayed F-stat value of 0.0000… indicating the failure to neglect the null hypothesis, implies Seasonal differencing is still necessary for the data series.

Table 2. Augmented-Dickey fuller test for opening price data series

<table>
<thead>
<tr>
<th>Augmented Dickey-Fuller Tests</th>
<th>Verbal interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level intercept</td>
<td>0.996023555</td>
</tr>
<tr>
<td>Level trend &amp; intercept</td>
<td>0.951965717</td>
</tr>
<tr>
<td>Level none</td>
<td>0.979470945</td>
</tr>
<tr>
<td>First Difference trend &amp; intercept</td>
<td>0.000100000</td>
</tr>
<tr>
<td>First Difference none</td>
<td>0.000100000</td>
</tr>
</tbody>
</table>

In testing the null hypothesis of stationarity of the data using the Augmented Dickey Fuller Test, results shows that the actual data that is not yet differenced, has a presence of unit root with the probability 0.996023555, perceiving the tentative model function to have an intercept regressed along with the generated coefficients. Another temporary model function is generated to test whether it has a unit root, assuming that there is a trend within the series, and adding the intercept to the model function, it has shown a probability that is 0.951965717,
which signifies that the series has a unit root. Then, assuming it has no trend and not adding the intercept to the tentative model, it still is not stationary with the probability 0.979470945. All of the test results have failed to reject the null hypothesis which is the series has a unit root. This simply signifies that the actual data of Opening Price Index is not stationary and differencing is necessary for the data. On that note, visibly on the table, supposed that the data has to be differenced, the first differenced series has been undergone to a test for stationarity and all of it has successfully rejected the null hypothesis. It means the first differenced series has no more unit root within it.

Furthermore, the data has not satisfied the assumption of normality as the outcome of the Jarque-Bera test suggests. Visibly on the histogram results that it is skewed to the left side of the graph just as the statistical results displayed along with the plotted histogram of the actual data, where the skewness is 1.192498 and has a kurtosis equivalent to 3.598725 which were clearly has not satisfied the assumption of normality. The Jarque-Bera test probability value also has to reject the null hypothesis that the data is normally distributed. Thus, the data needs to be logarithmically transformed.

Logarithmically transformed data, it has slightly widened in the standard deviation in the graphical perception. However, the values were much smaller, since it has been logarithmically reduced. This may indicate that the data series now is normal in distribution. Then the plotted correlogram of the logarithmically transformed data shows almost the same as the previous one, where the significant spikes were still on a very slow decrease until it reaches zero on a specific lag. Nevertheless, this indicates that the series still has a unit root within it, which means that seasonal differencing is still necessary for the data.

Testing out the same assumption to the transformed series, Augmented Dickey Fuller test results shows that the logarithmic transformed data still exhibit non-stationarity even with an intercept added, with intercept added in the assumption that it has trend, and without both. It simply suggests an order of differencing, for so, to make it stationary. Generating the series that has been non-seasonally differenced, it’s plotted graph shows a wavering of the line through the mean zero, implies that it has now negative values but almost the same distribution on the positive values.
Furthermore, it has reduced its trend. On the plotted correlogram, the significance levels were shown smaller to indicate that some significant spikes were much longer than the rest. Furthermore, as the previous results of unit root testing suggests, performing the first order of non-seasonal differencing to the series will have no more presence of a unit root. So the generated series is essentially stationary at present.

Then, after performing the seasonal differencing, the graphical results shows a wavering of the line with the mean zero, implies that the negative values is distributed almost the same as the previous result but just having larger interval values. This indicates that the series is stationary, and has no more need of differencing. The plotted correlogram of the processed series has shown significant spikes in the autocorrelation and partial correlation utterly indicates the number of AR an MA terms that might be used in generating the model for the data.

Possible combinations of the significant spikes in the plotted correlogram were listed to find a well fitted model for the series that may satisfy the following goodness-of-fit assumptions for a distinctive Seasonal ARIMA Model. It turned out, after regressed against the actual data of the opening series, that the model with 8 autoregressive terms, 4 moving average terms, and a seasonal autoregressive terms has the highest R-squared value and has the favorable Durbin-Watson test statistic value and the other 9 combinations which were having very close favorable results and having their MA process to be invertible. However, their AR processes were not stationary.

But considering that there is no intercept included in the data, the combinations were a considerably inclined to have greater errors. Thus, the ten combinations having most favorable results were regressed again with an intercept included in each of the combinations and considering that it has seasonality at a presence of a trend, a trend coefficient to regress with the other terms.

The results, where an intercept coefficient is included and a trend coefficient, are having stationary AR terms and invertible MA terms, where the model that has highest R-squared value is having 7 autoregressive terms and one seasonal autoregressive term and 4 moving average invertible terms is preferred in forecasting the actual data series of the opening price index of Philippine Stock Exchange. Thus, the model that will be used in forecasting the
series is SARIMA (7, 1, 4) (1, 1, 0).

| Table 3. Paired t-test for opening price data series |
|---------------------------------|---------------------------------|
| **Paired T-test**               | **Verbal Interpretation**       |
| P-value                         | 0.946520875                    |
|                                | No significant difference      |

In forecasting the series, using the static forecasting method, the graph of the generated series gives off almost the same as the observed values yet, makes a slight extensively sharp wavering of the line and the statistical result of the paired t test, performed to determine whether the actual data and the predicted using the model chosen, was 0.9465 by which it indicates there is no significant difference between the two series.

![Fig.3. Forecasted opening price index](image)

Then the Dynamic method of forecasting the opening price index, shows a graph that draws a line, having a very small wavering, extending upward until it reached following the trend of the preceding values from the few years before.

### 3.2. Closing Price index

The plotted graph of the Closing Price index data series, given that it is a 5 day daily data for a total of 4927 observations starting from the year 1995 until the year 2014, the wavering of the line started with a fluctuation in a slight downward trend in the year 1997 and has its lowest values on the year 2001, then began rising up to a continuous fluctuation from the year 2003.

However, a sudden drop of the values has happened between 2006 and 2008 making PSEi at the bottom list of the stock markets in the Asian Markets. However, Prices began to recover in 2009 where the local support has been strengthened to keep the trading afloat. The trend
continued to up rise until the end of the available observations. The series reached its highest peak in the 15\textsuperscript{th} day of May 2013, closed the 7392.2 total price index, and expectedly, the following day opens on the highest price index value in the opening price index. The closing price index has almost have the same reason of each of the fluctuating decline and upsurge of the trend. The year 2014 made a sudden drop of values and has roughly reached the peak where the series has its highest.

![Graph of the closing price data series](image)

**Fig. 4.** Graph of the closing price data series

The correlogram of the actual data has its all spikes significant. But it has a very slow coursing to reach the value zero. This indicates the possible presence of a unit root, and it means the series is not stationary and needs an order of differencing. However, the seasonality is still not so obvious in the correlogram because it has a significant line level which is much closer to look at when plotted. Thus, a seasonality test will be performed to determine whether the series establish a recurrence of a pattern component in the series.

**Table 4.** Seasonality test for closing price data series

<table>
<thead>
<tr>
<th>Regression Assumption</th>
<th>Value</th>
<th>Verbal Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability (F-stat)</td>
<td>0.9999</td>
<td>There is no presence of seasonal component within the data series and do not need to be differenced seasonally.</td>
</tr>
<tr>
<td>Probability (F-stat)</td>
<td>0.0000</td>
<td>There is a presence of seasonal component within the data series</td>
</tr>
</tbody>
</table>

In the statistical test for the seasonality, the results indicate that the series has a probability F-stat value of 0.999997 means to reject the null hypothesis that there is seasonality in the series. Thus, it suggests the series is of no necessity of a seasonal differencing. Nevertheless, the graph of the closing price index displays an obvious trend which may be a slight distortion
in the statistical inference of the seasonality test. Performing another test by which a trend coefficient is now included, the results indicate the failure of rejecting the null hypothesis and it means that a recurrence of a pattern is present in the series. Consequently, seasonal differencing is a necessity to adjust the data.

<table>
<thead>
<tr>
<th>Augmented Dickey-Fuller Tests</th>
<th>Verbal interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td></td>
</tr>
<tr>
<td>intercept</td>
<td>0.996737</td>
</tr>
<tr>
<td>trend &amp; intercept</td>
<td>0.960434</td>
</tr>
<tr>
<td>none</td>
<td>0.982922</td>
</tr>
<tr>
<td>First Difference</td>
<td></td>
</tr>
<tr>
<td>trend &amp; intercept</td>
<td>0.0000000000</td>
</tr>
<tr>
<td>none</td>
<td>0.0000000000</td>
</tr>
</tbody>
</table>

The Augmented Dickey Fuller test results also indicate a presence of unit root supports the assumption which was supposed from the correlogram of the actual data when it showed that the significant spikes were slowly turns to zero value. It can be inferred that the data needs to be differenced non-seasonally.

Testing the normality distribution, the Jarque-Bera result suggests that the null hypothesis is rejected at the probability value. This means the data series is not normally distributed, especially when considering the skewness of the data series that has exceeded the zero value, and has a kurtosis and its excess value that has exceeded the hypothesized value of 3. Consequently, this indicates that the data series has to be logarithmically transformed.

The logarithmic transformed closing price index shows almost having the same as fluctuations of the actual values only with a sharper amount of values. However, visibly on the graph, the values is a lot smaller than the interval values on the left side of the graph. This means the values were logarithmically transformed already and may indicate a normal distribution of the data series. Then its plotted correlogram shows a slow turn of the significant spikes to zero. This indicates a presence of a unit root and it means that the series still needs a higher order of differencing.

After the series has been differenced non-seasonally, the plotted graph displays a wavering of
the line through the mean zero; it means the distribution of the positive values is as much as of those negative values below zero. The variance has minimized and the trend component has been reduced and it means the data is stationary. Its plotted correlogram has the visible significant spikes at lag 1; however, the significant line is displayed smaller which means, at some lags, there might be significant lags that are just not visible.

Establishing a seasonal differencing as what the seasonality test, the series now has larger interval values and does not exhibit a recurrence in the pattern. This means that the transformed series is now stationary and has no seasonality. The plotted correlogram of the transformed series has displayed significant spikes at few lags, given the total of 9 visible AR terms and MA terms candidates. This gives the possible combinations of the model in forecasting the closing price index of the Philippine stock exchange. Listing the combinations with their R-square values, Durbin-Watson test statistics, and the MA and AR Processes, it turned out ten of the listed combinations are having the highest R-squared values, satisfied the Durbin-Watson statistics, and the combinations were invertible in terms of the Ma process. However, it still was not stationary on the AR process, when regressed against the actual data of the closing price index. These ten to be having the most favorable results, they were regressed again with a constant and a trend coefficient giving off that ten combinations to have stationary AR terms. The results of the ten regressed combinations were all having stationary AR terms, except from the one with greatest R-squared probability value. Thus, the next combination with highest r-square probability value will be used in forecasting the actual data series of the closing price index. The combination chosen has a total of 7 AR terms, 6 MA terms and one seasonal MA term, and trend and intercept component, as the model in forecasting the Philippine Stock Exchange Closing Price index. Thus, the model to be used will be SARIMA (7, 1, 6) (0, 1, 1).

In forecasting the actual data series, the model chosen has been used in static forecasting to predict the values, to be compared to the actual observations through paired t-test.

<table>
<thead>
<tr>
<th>Paired T-test</th>
<th>Verbal Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value 0.94596127</td>
<td>No significant difference</td>
</tr>
</tbody>
</table>

The results by which the probability value of their mean is 0.94596127, indicating that there
is no significant difference between the two compared series. The plotted graph of the static forecasted series has nearly the same as the wavering of the actual observed values but having a louder variation.

![Graph showing forecasting closing price index](image)

**Fig.5.** Forecasting closing price index

In forecasting the future values through dynamic forecasting, the plotted graph of the values forecasted has followed a trend that the past observed values have, pertaining to have lesser variations and less wavering of the line.

4. CONCLUSION

The investigators were able to come up with models to be utilized in forecasting the series of the opening and closing prices of the Philippine Stock Exchange index. The model SARIMA (7, 1, 6) (0, 1, 1)5 will be used to forecast the closing price index and SARIMA (7, 1, 4) (1, 1, 0)5 for the Opening Price index. Furthermore, the paired t-test show that on both of the price indices, both resulted which says there were no significant differences when compared with their actual observed values. It suggest that the each of the two models has satisfactorily fitted their specified allotted from the two actual observations of the Philippine Stock Exchange index. The dynamic forecasted values of both series were individually following the trend of their past observed values in which both went on an upward direction.

The study has shown a favorable outcome by which the future values is expected to rise up higher as time passes. Thus, the investigators recommend further inclusion of the future observations to be compared to the future values of the Opening and Closing Price indices of the Philippine Stock Exchange index. This may be of use in any important discussions of the government for any reforms they can make for the betterment of the Philippine economy.
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