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ABSTRACT 

This article describes the genetic algorithm used to solve the problem related to the 

scheduling theory. A large number of different methods is described in the scientific literature. 

The main issue that faced the problem in question is that it is necessary to search the optimal 

solution in a large search space for the set of feasible solutions in a reasonable time, where the 

search for valid solutions is a challenging combinatorial task. Typically, for such problems, it 

is difficult to find any classic method of solution, which would be characterized by acceptable 

time spent. One of the main reasons is a large number of different constraints. Despite the 

great achievements and results in this area, the statement of schedule problem is quite abstract 

and in many cases cannot be used to solve practical problems. Specific details of tasks are 

considered in the context of each task. In practice, the solution of any tasks related to the 

planning, based on the use of algorithms to find solutions in a large space.  
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In such cases, the use of genetic algorithms is one of the most common solutions. The purpose 

of our research was a genetic algorithm with small variations of basic solution finds the 

optimal solution. Presented genetic algorithm allows to reduce the search space and to 

propose a variant for the correct schedule. The article presents a mathematical model and 

describes the algorithm and results of computational experiments, the quality criteria of 

schedule are described. 

Keywords: genetic algorithm; small variations; basic solution; optimal schedule 

    

1. INTRODUCTION 

Many scientists in the world have been involved in the higher education class scheduling. With 

the development of automated means, their introduction into higher education becomes a 

necessity. The process of scheduling is based on analysis of years of experience and requires a 

considerable work. Effective resources allocation is a complex and one of the primary tasks 

facing the universities. At the same time, in the modern fast-changing external and internal 

environment, effective control is impossible without information support.  

With the increased demands for the quality of education, students’ work scheduling and rational 

usage of lecture halls, the actuality of a schedule-making task is also increasing.  

Many scientists (V.A. Atroshchenko [1], A.N. Bezginov [2], M. Junginger [3], A. Shraerf 

[4]have been studying the theory of the schedule, but the whole problem has not been solved 

yet, both in theory and in practice. 

Russian scientists A.A. Lazarev, E.R. Gafarov [5], A.N. Bezginov, S.Yu. Tregubov [6] and 

foreign scientists E. Burke and C. Petrovic [7] have proved in their works that the principles, 

the set of models and methods and the approach to optimizing the schedule in a higher 

educational institution, can claim to be a scientific basis of the schedule theory. A scheduling 

task refers to an integer programming task. With the number and possible values of variables 

increasing, the complexity of the task is also increased. Such tasks belong to the NP – complex 

tasks class. These tasks are characterized by a large number of different-content data, which are 

difficult to formalize. 
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2. SOLUTION METHODS 

Let us consider the main trends in the development of methods of solving the problem of 

scheduling. 

Polynomial heuristic algorithms were the first developments in this field. Estimation of errors 

in a resulted solution was found for many of them. These algorithms are called approximate 

algorithms [8]. The work [9] describes approximate algorithms guaranteeing a relative error 

and an absolute error in work [8]. Some NP-difficult tasks allow the existence of an 

approximation scheme that permits to find approximate algorithms with a relative error not 

exceeding a preset value of 0  in a time-frame, which polynomially depends on 
1  and on 

the size of the input information. The development of such schemes was carried out by 

M.Ya. Kovalev [9], S.V. Sevastyanov and J. Woeginger [10] and many other scientists. It is 

important to set a limit value   for tasks that do not have an approximation scheme.  

At present, metaheuristic algorithms have been widely distributed and are finding a solution 

close to optimal at an acceptable time. The drawback of these algorithms is the lack of 

evaluation of the quality of the solutions received, as it is not possible to determine how much 

the worst-case solution is different from the optimum. 

Much attention is paid to precise methods in solving NP-complex tasks. The most widespread 

tasks are the screening methods. The application of the branch-and-bound method is described 

in [11]. If minimized, the lower bounds of the objective function are calculated and the 

combinatorial properties of the task are used. 

Dynamic programming method [12] is also widely used. 

Scheduling tasks can often be formulated in the terms of linear integral programming. This 

method is described in work [13]. 

One of the successful methods in the scheduling theory is the constraint programming [14]. 

Using several methods, we can find optimal solutions for the very complex tasks of scheduling 

theory. These are so-called hybrid algorithms. 

The application of the genetic algorithm is considered in work [15]. 
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Genetic algorithm allows to optimize the average performance of the requirements of teachers 

(according to their wishes, schedule, regularity of classes, etc.). There are works that describe a 

genetic algorithm with parallelization of the computational algorithm. 

The genetic algorithm is the purpose of my research. Previously used methods are directional, 

but still random search. Their implementation is a resource-intensive process. After the 

implementation of the algorithm, it is necessary to check a large number of restrictions often 

not leading to the desired result. A genetic algorithm based on small variations of basic 

solution, allows you to search the optimal solution in a large search space for the set of feasible 

solutions in a reasonable time. 

3. PROBLEM STATEMENT 

Let us consider the optimal schedule task as a multi-criteria task of integer optimization with 

formalized typical limits. 

Formally, the classes schedule can be represented as a matrix 

  ,1,0 ,1,0  ,,  MjNiX jix                          (1) 

where N  is the number of classes per week, M  is the number of groups, ji,x  is an integer 

vector of three components: 

 Tjijijiji xxx ,
3

,
2

,
1

, ,,x                                                  (2) 

jix ,
1  - subject number,  11

,
1 ,...,1,0 nXx ji  , 1n  - number of subjects; jix ,

2  - classroom number, 

 22
,

2 ,...,1,0 nXx ji  , 2n  - number of classrooms; jix ,
3  - teacher’s number,  33

,
3 ,...,1,0 nXx ji  , 

3n  - number of teachers. 

Classes schedule for a certain set of students, classrooms, subjects and teachers should be 

designed. The schedule should meet all the requirements and limitations. The whole range of 

limitations can be conventionally divided into mandatory and desirable ones. The mandatory 

ones are the curriculum similarity, fixing lessons for audiences, accounting teachers 

specializations, non-contradiction to the impossibility of simultaneous lessons conduction, 

minimizing the total hourly breaks for training groups and the teachers. The desired 

requirements include, for example, the consideration of teachers' wishes for a schedule. 
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The requirements to the schedule are described as follows:  

   ,,θ
1

,
1 kiWx

N

i

ki 


                                                      (3) 

 


 


otherwise

if

  

   ,

0,

01
 θ

,
1,

1

ki
ki x

x                                           (4) 

where  kiW ,  is the total number of hours per week for all hours i  for the group k . If 0,
1 jix , 

then group j  in the hours i  doesn't have any lessons. This expression should be checked 

when   0, kiW  and 0,
1 jix . This requirement means that the number of lessons does not 

exceed the maximum allowed  kiW , . 

     Nixxxx
M

j

M

jk

kijikiji ,1  ,0 
1

1 1

,
2

,
2

,
1

,
1θ  



 

          (5) 

This requirement ensures that there are no overlaps for the "training discipline-audience" 

connection. A training group has a certain classroom for a certain subject. 

The set of audiences 2X  is divided into subsets according to the type of their specialization 

 
L

k

ji kxX
0

,
22 , 



                                                         (6) 

where  kx ji , ,
2  is a subset of audiences jix ,

2  with the specialization k . 

Let  kx ji , ,
1  is the specialization k  for the subject jix ,

1 , then the requirement for the 

correspondence of the subject to an audience type has the following description 

     Nikxkx
M

1j

jiji,
1 ,1  ,0, , ,

2 


                             (7) 

This requirement ensures that there are no overlaps for the "training discipline-audience" 

connection: a special classroom will be provided for lectures on a certain subject. 

     Nixxxx
M

j

M

jk

kijikiji ,1  ,0 θ
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,
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,
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,
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,
2  


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           (8) 
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This requirement ensures that there are no overlaps for the "audience - teacher" connection: 

each classroom is occupied by one teacher for conducting one lesson or there is no lesson in this 

classroom at all. 

Let  kxx jiji ,, ,
1

,
3  be the specialization k  of the teacher jix ,

3 , the subject is jix ,
1 , then the 

requirement of the coincidence of the specialization of the audience and the teacher has the 

following description 

     Nikxxkx
M

1j

jijiji,
2 ,1 ,0,, , ,

1
,

3 


                      (9) 

This requirement ensures that there are no overlaps for the "audience – teacher" connection: the 

teacher will be provided with a special classroom suitable for teaching the subject. 

     Nixxxx
M

j

M

jk

kijikiji ,1  ,0
1

1 1

,
2

,
2

,
3

,
3  



 
          (10) 

This requirement ensures that there are no overlaps for the "teacher - audience" connection: 

during the training, the teacher is in the classroom. 

     Nikxxkx
M

1j

jijiji,
1 ,1  ,0,,, ,

1
,

3 


                    (11) 

This requirement ensures that there are no overlaps for the "subject - teacher" connection: the 

subject will be delivered to a training group by a qualified teacher. 

Let W  be the number of training days. Then W
N  is the number of classes a day. The number 

of each first lesson in the day W  is determined from the ratio   11w 
W

N
r . Last lesson 

number in the day is calculated by formula 
W

N
w . The day w  of the lesson i  is determined 

from the ratio 1
1














 


W
N
i

p . If 0,
1 jix , then there is not lesson i  for group j . 

For optimization criteria, let's take: the total number of hourly breaks for the training groups 

and the total number of hourly breaks for teachers: 

  minqqF
M

j

W W
N

k

j
k

j
k  

  


1 1w 1

w,w,
11 1                    (12) 
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  minqqF
T

t

W W
N

k

t
k

t
k   
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

1 1w 1
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12 1                   (13) 

where T  is the number of teachers, w,jq  is the ordered set of indices of non-empty elements 

:,
1

jix
0,

1

w, )(
 jkrx

j kq , W
Nk ,1 , W1,w  , Mj ,1 ; w,tq  is the ordered set of indices of 

non-empty elements :,
3

jix
0,

3

w, )(
 jkrx

t kq . 

Accounting the criteria 1F  and 2F  the task of an optimal scheduling can be referred to the 

multi-criteria integer programming class of tasks. To find a solution, we use a genetic algorithm 

built on the basic solution principle. This approach allows the operation of the genetic 

algorithm to be applied not to coded solutions (the chromosomes), but to sets of small 

variations of the basic solution. 

Accounting the criteria 1F  and 2F  the task of formulating the optimum solution is referred to 

the multi-criteria integer programming class of tasks.  

Based on the designed mathematical model of the schedule, an evolutionary search of the 

optimum schedule is implemented using a genetic algorithm built on the basic solution 

principle [16]. This approach will allow to apply the operations of the genetic algorithm to sets 

of small variations of the basic solution rather than to coded solutions [17]. 

3.1 Method of research 

Set a small variations vector for a basic solution: 

 Twwww 4321 ,,,w  ,                                                  (14) 

where 1w  is the variance code. 

Determine the variation as follows: 

01 w : simultaneous exchange of any two lines at the lesson 2w  and 3w  in the tables 1X , 

2X , 3X . 

11 w : exchange of auditoriums during lesson 2w  for groups 3w  and 4w . 

21 w : simultaneous exchange of subjects (auditoriums, teachers) for group 2w  at lessons 

3w  and 4w . 
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31 w : exchange of auditoriums for group 2w  during lesson 3w  and 4w . 

Let’s define the chromosome as a matrix of vectors of the basic solution variations: 

 TT
k

TT  ,...,, 21 wwwW  ,                                               (15) 

where k  is the given length of the chromosome. 

Let’s define a population Р  of chromosomes iW : 

  ,...,, 21 НWWWР  ,                                                (16) 

where Н  is the given population size. 

Let’s apply the Pareto algorithm for ranking the solutions depending on their quality. The 

fitness function is determined by rank 

r
F i

1
)( W ,                                                                 (17) 

where r  is the rank of chromosome iW , )F( iW  is changed in the interval  0,1 . 

The implementation of the genetic algorithm consists of a sequence of steps: 

1) The basic parameters of the genetic algorithm are set. A fixed basic schedule is set. The 

initial set of chromosomes is generated. 

2) Calculate the value of the functionals for the initial set of chromosomes  . 

3) Based on the values of functionals, rank the chromosomes   of the population   according 

to the optimality criterion. 

4) Set the number of the current generation  . 

5) Set the number of the current crossing pair within a single generation  . 

6) Generate two different random chromosomes   in the range  . 

7) Perform a single-point crossing operation over chromosomes   and receive two new 

descendants  . 

8) Include the descendants   into the population  . 

9) Apply the variation procedure to   and calculate the values of the functionals   for all 

chromosomes of the extended population  . 

10) Exclude two descendants with the greatest value of functionals from population  . 

11)  . If  , then go to step 4, else go to step 11. 

12)  . If  then go to step 3, else go to step 12. 
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13) End of the genetic algorithm. 

3.2 Computational experiment 

The proposed algorithm was implemented in the Delphi programming language for an arbitrary 

basic schedule at the university. The schedule was presented in three tables: 1X  - schedule for 

subjects, 2X  - schedule for auditoriums, 3X  - schedule for teachers. All elements of the tables 

have been numbered. The hours of training are located horizontally, the numbers of study 

groups are located vertically. At the intersection is the number of the discipline (the first table 

1X ), the number of classrooms (the second table 2X ), the number of teachers (in third table 

3X ). All tables were tested. If the number of the disciplines in the table cell matches the number 

of the corresponding cell of the table and the violations in the schedule can be avoided. 

Otherwise, the schedule will be incorrect and will need to conduct another iteration. The genetic 

algorithm described above was used for optimization. The following algorithm parameters 

were chosen: number of descendants - 1024, number of generations - 512, number of crossing 

pairs - 256, chromosome length - 12. The algorithm's run time for one iteration is 30 seconds. 

Pareto set with two criteria is drawn on the diagram which will be shown on the screen. These 

criteria are: hourly intervals in the schedule of students and teachers. You could optionally 

choose any optimal schedule. Should be noted that a schedule had minimum improvements 

after the fourth iteration. 

 

Table 1. Results of the search for optimal solutions 

 1 2 3 4 5 6 7 8 9 

1F  16 6 4 2 2 0 0 0 0 

2F  12 8 6 2 3 3 3 3 3 

 

4. CONCLUSION  

This article describes the genetic algorithm with small variations of basic solution found 

optimal solution in a reasonable time. The found solution is correct, i.e., all requirements and 

limitations. Achieved the main goal of the algorithm: the number of time intervals in the 
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timetable of students and teachers decreased. 

The proposed algorithm can be used for schedule classes in a certain higher educational 

institution. The benefits include the ability to generate acceptable versions of schedules from 

the first iteration. Due to introduction of the evaluation function it is possible to choose a 

desired solution from a variety of suggested solutions in the algorithm. For example, you can 

choose solutions by reducing the number of intermediary breaks for students or teachers. 

Using the genetic algorithm in a scheduling system can significantly improve the quality of 

the schedule. 
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