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time-varying water temperature modelling of Steam Distillation Pilot Plant (SDPP). 

Magnitude scaling, block division

technique while various swarm sizes, maximum 

been combined for BPSO parameter adjustment. The combination of interleaving and 

magnitude scaling techniques demonstrate the best minimum correlation violations (CRV) 

and fitness. Subsequently, higher swarm size slightly 

and initial random seed alterations had 

parameter adjustment. 
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1. INTRODUCTION 

The nonlinear dynamic behaviour has been displayed by a broad application of the distillation 

column in chemical operations [1-2]. Auto-Regressive with eXogenous input (ARX) [3-4] has 

been used for distillation column as well as Auto-Regressive Moving Average with 

eXogenous input (ARMAX) [5] and Nonlinear Auto-Regressive with eXogenous input 

(NARX) [6-7].  

Despite this, some restriction regarding the robustness of particular input range [8], less 

accuracy and poor fit has been reported for a nonlinear system using linear modelling 

compared to the nonlinear model which offers more beneficial operation, potentiality and 

tolerable for the nonlinear system representation [4, 9]. 

So far, however, there has been little discussion about NARX for the steam distillation 

column in[5, 10]. In addition, no research has been found that applied Binary Particle Swarm 

Optimization (BPSO) algorithm for the mentioned distillation column above using 

polynomial NARX model. 

The BPSO is an altered of the original PSO algorithm for binary optimization problem 

solving [11]. The particle values [7] and discretized version [12] for abinary problems 

solution have been employed using a PSO algorithm. The proposed BPSO method was not 

only demonstrated higher precision [13-15], but also tightened power loss and competent 

energy management [16-17]. BPSO was skilful in themodel fit enhancement and correlation 

violations (CRV) number decline[18]. Moreover, previous studies have reported on the BPSO 

parameter adjustment effects. Selected swarm size has been influenced the DC Motor 

structure selection optimization with good fitness values [18-19]. 

This paper has been divided into six parts. The second part deals with the theoretical 

background. In the third part, the experimental setup is presented. The methodology that has 

been used in this paper is also reported in part four. All the results and discussion has been 

shown in part five. Lastly, the conclusion and future work are discussed in the final part. 

2. SYSTEM IDENTIFICATION 

The NARX is an extension of ARX and does not reuse residual terms back into the model like 

NARMAX. The NARX model is presented as 
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𝑦(𝑡) = 𝑓ௗ ቈቆ
𝑦(𝑡 − 1), 𝑦(𝑡 − 2), … . , 𝑦൫𝑡 − 𝑛௬൯,

𝑢(𝑡 − 𝑛௞), 𝑢(𝑡 − 𝑛௞ − 1), … . , 𝑢(𝑡 − 𝑛௞ − 𝑛௨)
ቇ቉ + ε(t)(1) 

𝑓ௗis the estimated model, 𝑦(𝑡), 𝑢(𝑡) are the output and input respectively and 𝑛௬ and 𝑛௨ are 

their corresponding maximum lags. Parameter 𝑛௞ is the input signal time delay with typical 

value 1, otherwise 𝑛௞ = 0 when the input 𝑢(𝑡) is needed for identification. The pick of model 

structures demands choosing which lagged 𝑦, 𝑢 and 𝜀terms and forecasting the parameters 

that can describe the upcoming values of 𝑦. 

2.1. Polynomial NARX 

NARX polynomial model representation [20] is given by 

𝑦(𝑡) =  ∑ 𝑃௠𝜃௠ +  𝜀(𝑡)
௡೛

௠ୀଵ (2) 

𝑃௠is the m-th regression term with 𝑃ଵ = 1, 𝜃௠ is the m-th regression parameter and 𝑛௣ is the 

number of terms in the polynomial expansion. The formulation and solution of Least Squares 

(LS) problem have been involved in identification. 

𝑃𝜃 +  𝜀 = 𝑦                                                               (3) 

𝑦is the 𝑛 × 1vector of real reflections, 𝜃 is a 𝑚 × 1 coefficient vector and 𝑃 is a 𝑛 × 𝑚 

regressor matrix. The PSO technique is established on evolutionary computation and swarm 

philosophy. The convergence quality improvement and the algorithm adaptation in problems 

solving contributed to numerous established variants such as Vanilla and Binary PSO 

algorithms. 

2.2. Model Structure Selection: Binary Particle Swarm Optimization (BPSO) 

The velocity and position update equations are among the Vanilla PSO algorithm; 

𝑉௜ௗ = 𝑉௜ௗ + 𝐶ଵ(𝑃௕௘௦௧ − 𝑋௜ௗ) × 𝑟𝑎𝑛𝑑ଵ+ 𝐶ଶ(𝐺௕௘௦௧ − 𝑋௜ௗ) × 𝑟𝑎𝑛𝑑ଶ (4)                                                                                                  

The value of 𝑉௜ௗ has been employed for a particle positions alteration. 

𝑋௜ௗ = 𝑋௜ௗ + 𝑉௜ௗ(5) 

𝑃௕௘௦௧and𝐺௕௘௦௧ are the best particle’s fitness and solution achieved by the swarm respectively. 

𝐶ଵand  𝐶ଶare the cognition and social learning rate respectively. While 𝑉௜ௗ and 𝑋௜ௗ are the 

particle velocity and position respectively. 𝑟𝑎𝑛𝑑ଵand𝑟𝑎𝑛𝑑ଶ are uniformly-distributed random 
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numbers between 0 and 1. 

The probabilities of change have been demonstrated in the BPSO particle positions rather than 

the actual solution. The bit change process is; 

𝑏𝑖𝑛 𝑠𝑡𝑟𝑖𝑛𝑔 = ൜
1,        𝑋௜ௗ ≥ 0.5
0,        𝑋௜ௗ < 0.5

 (6) 

The particle positions (probabilities) are between 0 and 1. A probability value greater than 0.5 

specifies that the bit will vary from its current condition to another (either 0 to 1 or 1 to 0). 

Else, if the particle value is lesser than 0.5, the bit will sustain.  

In the swarm of BPSO for polynomial structure selection, a 1 × 𝑚 solutions vector, 𝑋௜ௗ has 

been transmitted for each one particle. QR factorization has been employed for the forecasting 

of the parameter value, 𝜃ோ for the reduced 𝑃 matrix (𝜃ோ). 

𝑃ோ𝜃ோ +  𝜀 = 𝑦(7) 

𝑃ோ =  𝑄ோRୖ(8) 

gୖ = Qୖ
୘ y (9) 

Rୖθୖ =  gୖ (10) 

Next, the value of 𝜃ோ can be estimated by reorganizing and solving (10)[20]. 

𝜃ோ =  𝑅ோ
்𝑔ோ(11) 

2.2 Model Estimation 

Based on the model parameters, 𝜃, the residuals Normalised Sum Squared Error (NSSE), 

𝑉ேௌௌா(𝜃, 𝑍ே)is; 

𝑉ேௌௌா(𝜃, 𝑍ே) =  
ଵ

ଶே
∑ 𝜀ଶ(𝑡, 𝜃)ே

௧ୀଵ (12) 

The selection of model order can be done by using several established models selection 

criteria such as Akaike Information Criterion (AIC), Model Descriptor Length (MDL) and 

Final Prediction Error (FPE) as shown in (13), (14) and (15) respectively. 

𝑉஺ூ஼ = ቀ1 + 2
ௗ

ே
ቁ 𝑉ேௌௌா(𝜃, 𝑍ே)                              (13) 

𝑉ெ஽௅ = ቀ1 + log (𝑁)
ௗ

ே
ቁ 𝑉ேௌௌா(𝜃, 𝑍ே)(14)                                                                

𝑉ி௉ா = ቆ
ଵା

೏

ಿ

ଵି
೏

ಿ

ቇ 𝑉ேௌௌா(𝜃, 𝑍ே)                            (15) 
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where the number of estimated parameters and the data points amount are presented as 𝑑 and 

𝑁, respectively. Models with the lowest 𝑉஺ூ஼, 𝑉ெ஽௅ and 𝑉ி௉ா scores conform the principle 

of parsimony as the smallest quantity of parameters were necessary to supply the most 

beneficial fit for the data. 

The collected data using SDPP will be separated into two divisions; training set for model 

estimation and testing set for model validation. For model estimation, the sample data are 

utilized for estimation to fit the NARX model. Three pre-processing (PP) methods namely 

magnitude scaling, block division, and interlacing are presented.  

Per a standard range, the magnitude scaling method will scale the data. The scaling technique 

is required when there is an unsuitable input-output data sets range. The scaling equation is 

given by; 

𝑦 =
(௬೘ೌೣି௬೘೔೙)(௫೘ೌೣି௫೘೔೙)

௫೘ೌೣି௫೘೔೙
+  𝑦௠௜௡(16) 

(𝑦௠௔௫ − 𝑦௠௜௡)and(𝑥௠௔௫ − 𝑥௠௜௡) are the data range after and prior to scaling respectively. 

𝑦and𝑥 are the data before and rescaled, respectively. 

Typically, the equal 50 % division is for training and testing. Two methods of division exist, 

namely block division and interlacing. Only one of these methods is used at one time.In block 

division, the first 𝑛 cases dataset is assign to the training set ൫𝐷௧௥௔௜௡௜௡௚൯ and the leftover 

dataset for the testing set ൫𝐷௧௘௦௧௜௡௚൯. 

The interlacing method divides the dataset based on the position of the data into training and 

testing sets. The training set contains odd positions data, while even positions data are allotted 

for the testing set. 

For odd 𝑁 case, 𝐷ଵ,ଷ,ହ,….,ே =  𝐷௧௥௔௜௡௜௡௚ and 𝐷ଶ,ସ,଺,….,ேିଵ =  𝐷௧௘௦௧௜௡௚. 

Otherwise, for even 𝑁 case, 𝐷ଶ,ସ,଺,….,ேିଵ =  𝐷௧௥௔௜௡௜௡௚and 𝐷ଵ,ଷ,ହ,….,ே =  𝐷௧௘௦௧௜௡௚. 

 

3. EXPERIMENTAL DESIGN 

A coil-type heater immersed in water for SDPP system is employed to generate steam [10]. 

The usage of two resistive temperature detectors (RTD) PT-100 is applied to monitor the 

water temperature and the steam in the column. The resistance output from both sensors is 



N. Hambali et al.            J Fundam Appl Sci. 2017, 9(5S), 320-335             325 
 

 

converted within 1 V to 5 V for certain various temperature ranges. A signal modulates a 1.5 

kW, 240 V and 50 Hz power carried to submersion heating component with specific sampling 

time. The MATLAB receives all the samples of the process. Fig. 1 illustrates the SDPP 

system. 

Heater

Water

Oil collector

Condenser

Computer
DAQ

T

RTD 2

T

RTD 1

Steam

 
Fig.1. Steam distillation pilot plant (SDPP) system 

 

4. METHODOLOGY 

The nonlinear water temperature dataset that consists of 18, 000 data points from the SDPP 

system with the implementation of the PRBS input is demonstrated in Fig. 2.  

 

Fig.2. SDPP dataset 

A total of four PP combinations were utilized in this study. The methods are shown in Table 1.  
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Table 1.Pre-processing technique and respective codes 

PP Code Pre-Processing Method  

00 No magnitude scaling, block division  

01 No magnitude scaling, interleaving  

10 Magnitude scaling, block division  

11 Magnitude scaling, interleaving  

For optimization purposes, various swarm sizes, maximum iterations and random seeds 

parameters have been combined. Higher swarm sizes create larger potential in global minima 

searching by the number of agents based on optimization time and computational cost. 

Termination of the PSO search will be driven by the achievement of the objective or the 

finding of maximum iterations for each experiment. In addition, the initial random seed for 

each 𝑉௜ௗ and 𝑋௜ௗ particles have influence on the final optimisation PSO result. The results 

consistency will be decided by different initial random seeds for repeated 

experiments.Therefore, for the fitness function optimal convergence searching, the selected 

parameter values as listed in Table 2 are tested as been implemented by [18-19]. 

Table 2. BPSO parameter settings for structure selection 

Parameter Value 

Fitness Criterion AIC, FPE, MDL 

Swarm size 10, 20, 30, 40, 50 

Maximum Iterations 500, 1000, 1500 

Initial Random Seed 0, 10 000, 20 000 

Xmin 0 

Xmax 1 

Vmin -1 

Vmax +1 

C1 2.0 

C2 2.0 
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5. RESULTS AND DISCUSSION 

An analysis of frequency term selection was performed for the NARX water temperature model 

for all PP. The objectives of the test were to determine whether the BPSO algorithm considered 

all terms to be included in the model, and whether any selection patterns were present that 

indicate apreference towards certain terms that represent the system well. The term selection 

frequencies for the NARX water temperature models are shown in the next figures. 

 

 

 

 

 

 

 

 

 

 

Fig.3. NARX term selection frequency (PP 00) 

 

 

 

 

 

 

 

 

 

 

Fig.4. NARX term selection frequency (PP 01) 
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Fig.5. NARX term selection frequency (PP 10) 

 

 

 

 

 

 

 

 

 

 

Fig.6. NARX term selection frequency (PP 11) 

The term selection frequency for all PP indicates that BPSO considered all terms during 

optimization, as most all terms are selected at least once by the BPSO algorithm for all 

models selection criteria, AIC, FPE and MDL. Moreover, there appear to be random searches 

on both low-performing and high-performing terms.  

The water temperature dataset has input and output lag space of four (nu = 4, ny= 4). It can be 

seen that the magnitude scaling technique for PP 10 and PP 11 has only 41 terms as shown in 

Fig. 5 and Fig. 6 compared to PP 00 and PP 01 (without magnitude scaling) which have 44 
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terms (Fig. 3 and Fig. 4).  

Table 3indicates the fitness and total CRV of training and testing values based on the 

minimum fitness searching. The magnitude scaling and block division techniques from PP 

11resultedin the lowest fitness. On the other side, the magnitude scaling resultedin higher 

CRV for PP 10 and 11 which fails the correlation tests. 

Table 3. Effect of pre-processing method on fitness and total CRV based on minimum fitness 

search 

PP Code Criterion 
Fitness Value 

Total CRV 
Min Average Max 

00 

AIC 5.4905×10-3 5.9162×10-3 6.3549×10-3 65 

FPE 5.5696×10-3 5.9629×10-3 6.6241×10-3 140 

MDL 5.3399×10-3 5.6995×10-3 6.1529×10-3 65 

01 

AIC 5.7183×10-3 6.0288×10-3 6.4284×10-3 52 

FPE 5.8063×10-3 6.1875×10-3 6.7334×10-3 52 

MDL 5.5615×10-3 5.8595×10-3 6.2266×10-3 52 

10 

AIC 4.3213×10-6 4.6457×10-6 5.2024×10-6 95 

FPE 4.3975×10-6 4.9249×10-6 6.0915×10-6 95 

MDL 4.1847×10-6 4.5497×10-6 4.8951×10-6 95 

11 

AIC 4.5570×10-6 4.8525×10-6 5.6715×10-6 181 

FPE 4.6021×10-6 4.9651×10-6 6.1327×10-6 174 

MDL 4.3892×10-6 4.6071×10-6 5.2881×10-6 129 

Complementary to this, based on the minimum CRV searching as illustrated in Table 4, 

interleaving without magnitude scaling techniques recorded the best combination of both 

CRV and fitness from PP 01. In this search, the NARX-based BPSO model managed to cut 

down the CRV numbers and maintained the low fitness values in PP 01 while other PP 

methods demonstrated high CRV numbers. Therefore, the best results were obtained using PP 

method 01. This is based on the lowest total CRV from both training and testing sets and low 

fitness value. In addition, lower CRV values contribute to the uncorrelated residuals which 

represent a good model fit. 
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Table4. Effect of pre-processing method on fitness and total CRV based on minimum CRV 

search 

PP Code Criterion Min Total CRV Fitness Value 

00 

AIC 61 5.9268×10-3 

FPE 37 5.7732×10-3 

MDL 62 5.5275×10-3 

01 

AIC 9 6.1741×10-3 

FPE 11 6.7334×10-3 

MDL 10 5.7969×10-3 

10 

AIC 47 5.0208×10-6 

FPE 95 4.3975×10-6 

MDL 54 4.8866×10-6 

11 

AIC 52 4.7407×10-6 

FPE 117 4.9478×10-6 

MDL 51 4.5265×10-6 

Three parameters; swarm size, maximum iterations and initial random seed as listed in Table 

2 influenced the BPSO convergence. The parameters consequence on convergence is analyzed 

for pre-processing method 01. Swarm sizes between 10 and 50 presented low fitness 

variations as evident from Fig. 7. Furthermore, it can be observed that swarm size 50 showed 

marginally better fitness values. Whereas, as can be found in Fig. 8 and Fig. 9, the maximum 

iterations parameter and the random seed respectively, indicated insignificant outcomes on the 

fitness. Moreover, a small number of iterations which is lesser than 15 in Fig. 10 was reported 

for convergence of iteration. This is predicted since dissimilar initialization seeds lead 

contrarily to the exploration progression of the solution space [18]. 
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Fig.7. Average fitness vs. swarm size 

 

 

 

 

 

 

 

 

Fig.8. Average fitness vs. maximum iteration 

 

 

 

 

 

 

 

 

Fig.9. Average fitness vs. random seed 
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Fig.10. Iteration to convergence vs. maximum iteration 

 

6. CONCLUSION  

The effects of pre-processing technique and parameter adjustment on the fitness were 

identified. The system identification of SDPP employed a model structure selection of 

polynomial NARX that concentrated on BPSO algorithm. The interleaving method without 

magnitude scaling (PP 01) demonstrates the best minimum CRV and fitness, due to the 

minimum CRV exploration. Subsequently, for the parameter adjustment, higher swarm size 

provide slightly better fitness values. Likewise, there is an insubstantial consequence on the 

fitness with the maximum iterations and initial random seed alterations. An important 

question for future studies is the exploration of the uncorrelated residuals performance of the 

model. This optimization finding is promising and should be explored with another type of 

dataset, for instance, the steam temperature dataset that can be collected using SDPP too. 
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