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1. INTRODUCTION 

Statistical process control (SPC) is widely used to monitor, improve and achieve process 

stability in manufacturing industries. Control chart is one of the powerful and promising 

methods in SPC and it was first proposed by Walter A. Shewhart in the 1920’s [1]. Since the 

Shewhart’s pioneering work, the control chart framework has been evolving continuously and 

the application of control charts has greatly increased through a wide variety of research 

publications. For instance, control chart has been successfully applied in applications across 

diverse areas, such as ceramic substrate production line [2], healthcare [3-4], financial service 

[5] and manufacturing industries [6-7]. 

Among different types of chart, control charts like Xഥ and Exponentially Weighted Moving 

Average (EWMA) Xഥcharts are commonly employed in manufacturing industries. However, 

the main shortcoming of Xഥ chart is the nominal process standard deviation σ଴ in setting up 

control limits need to be estimated. The error in estimation of σ଴ will cause different false 

alarm rates and thus the detection of chart on the changes of the process mean chart becomes 

insensitive. To circumvent this problem,in [8] developed EWMA t chart based on the control 

static having t distribution. The property of t chart does not require any samples from phase 1 

in estimatingσ଴, thereby the estimation error in process standard deviation can be avoided and 

thus the risk for the occurrence of false alarm can be minimized.  

To avoid the several drawbacks of using average run length metric in EWMA t chart such as 

excessive variations of the run length, unsatisfactory run-length distribution and not suitable 

to evaluate complex detection schemes, in [9] proposed EWMA t chart based on the 

performance measure of median run length. In [10] developed the synthetic t chart and 

synthetic EWMA t chart. The results showed that synthetic t chart always surpasses the t chart 

for larger sample sizes, whereas synthetic EWMA t chart is shown to have better performance 

than EWMA tchart for larger shifts.  

To meet the challenges of the 21st century, adaptive chart which is more efficient in detecting 

the process changes is widely proposed to improve the slow response of conventional control 

charts. The main advantage of the adaptive chart is that it can be used to vary more than one 

chart’s parameters such as sampling interval and sample size. Monitoring the adaptive control 

chart was kick started by [11] by introducing the variable sampling interval (VSI) properties. 
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In [12-13] were then inspired by the VSI idea and developed variable sample size (VSS) 

Xഥchart. The VSS and VSI properties were then widely integrated into different types of 

control chart. More recent works on VSI-type charts and VSS-type charts were proposed by 

[14-17]. Concerning the adaptive EWMA t chart, in [18] has proposed variable sampling 

interval EWMA t (VSI EWMA t) chart to monitor the process mean recently. The results 

showed that the ATS performance of the VSI EWMA t chart were better than fixed sampling 

EWMA t chart. However, the warning limit parameter (e.g.W) in their proposed VSI EWMA t 

chart is not optimized.  

A fundamental assumption made for most of the control chart construction in the existing 

literature is the shift size is known a priori. In practice, the quality practitioners may not be 

able to determine the actual shift size in situations where the shift size is unknown due to the 

lack of historical data and the shift size is varies and not deterministic due to some unknown 

stochastic models. As indicated by [19], inaccurate specification of the shift size will seriously 

affect the run length properties. For instance, the company will have to bear the cost of the 

early false alarms or large quantity of unwanted products being produced when the shift size 

is estimated wrongly. Thus, it is important to address the problem of random shift size in 

order to obtain the accurate detection of out of control. To the best of our knowledge, the 

adaptive EWMA t chart for unknown shift has not been proposed in the literature. To fill in 

the research gap, we consider the optimization algorithms for the optimality of two sampling 

intervals in the proposed VSI EWMA t chart with unknown shift size. 

The remainder of the paper is structured as follows:An overview of the methodology of the VSI 

EWMA t chart is provided in Section 2. Following that, Section 3 presents the proposed VSI 

EWMA tchart with unknown shift size. The observations drawn from the proposed chart are 

summarized and discussed in Section 4. Lastly, conclusions are drawn in Section 5.  

 

2.THE VSI EWMA t CHART 

Assume the quality characteristic X follows a normal N(u଴ + aσ଴, bσ଴)distribution where 

u଴is the nominal process mean, σ଴ is the standard deviation, a represents the size of the 

mean shift and b denotes the magnitude of a change (or error) in the process standard 

deviation. The process is statistically in control if a = 0 and b = 1. Otherwise, the process 
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has shifted if a ≠ 0 (u଴ has changed) or b ≠ 1 (σ଴ has changed) or both u଴and σ଴ have 

changed.  

Suppose we observe subgroups of n observations, {X୧,ଵ, X୧,ଶ, … , X୧,୬}, at time i = 1,2, … , i ∈

N  (natural number). Assume X୧,୨ ∼ N(u଴ + aσ଴, bσ଴), i = 1,2, … ,1 ≤ j ≤ n, and there is 

independence within and between subgroups. The subgroups mean Xన
ഥ  and standard deviation 

S୧ can be calculated by: 

Xഥ୧ =
ଵ

୬
∑ X୧,୨

୬
୨ୀଵ ,      S୧ = ට

ଵ

୬ିଵ
∑ (X୧,୨ − Xన

ഥ )ଶ୬
୨ୀଵ (1) 

As proposed by [8], the control statistics Y୧ for the EWMA t chart is: 

Y଴ = 0 

Y୧ = λT୧ + (1 − λ)Y୧ିଵ for i = 1, 2, …(2) 

whereλ ∈ (0,1] is the smoothing constant and T୧ is computed as: 

T୧ =
ଡ଼ഠതതതି୳బ

ୗ౟ √୬⁄
, i = 1, 2, … (3) 

Whereas, the UCL୲and UCL୲of VSI EWMA t chart are the function of the smoothing constant 

(lambda), the in control average run length (ARL) and subgroup sizen.  

To compute the ATS values, the Markov chain approach is used in this paper. Suppose that a 

discrete-time Markov chain with p + 2 states is considered in this paperwhere states 1, … , p 

are transient and state p + 1 is an absorbing state. The Markov chain’s transition) probability 

matrix P is provided as:  

P = ൬
Q୲ r

0୘ 1
൰ =

⎝

⎜
⎛

Qଵ,ଵ Qଵ,ଶ ⋯ Qଵ,୮ rଵ

Qଶ,ଵ Qଶ,ଶ ⋯ Qଶ,୔ rଶ,

⋮ ⋮ ⋱ ⋮ ⋮
Q୔,ଵ Q୔,ଶ ⋯ Q୔,୔ r ୔

0 0 ⋯ 0 1 ⎠

⎟
⎞

(4) 

where Q୲ is the p × p matrix of transient probabilities, 0୘ = (0, 0, … ,0) and the p × 1 

vector r that satisfies r = 1 − Q୲1 where 1 is a p × 1 column vector of ones. The number 

of steps L until the process reaches the absorbing stage is a Discrete PHase-type (DPH) 

random variable associated with parameters (Q୲, d) (see [20-21]) where we let d =

(d଴, dଵ, … , d୮)୘ be the (p × 1) vector of initial probabilities that is associated with the p 

transient states. This vector only contains a single element that is equal to 1, the rest of the 

remaining entries are equal to zero.  
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To obtain the transient probabilities Q୧,୨ from the transition probability matrix P, the interval 

between LCL and UCL is devided into p = 2m + 1 subintervals of width 2δ. Thus, 2δ =

(UCL − LCL)/2p.Let H୨, j=-m,…,-1,0,1,…m, represent the midpoint of the jth subinterval, 

the probabilities of Q୧,୨ and the d୨ for the initial probabilities vector d are computed as 

follow: 

Q୧,୨ = F୲ ቀ
ୌౠାஔି(ଵି஛)ୌ౟

஛
ቚn − 1,

ୟ√୬

ୠ
ቁ −  F୲ ቀ

ୌౠିஔି(ଵି஛)ୌ౟

஛
ቚn − 1,

ୟ√୬

ୠ
ቁ(5) 

whereF୲(. . |e, f)refers to the cumulative distribution function of a non-central t distribution 

with e degrees of freedom and non-centrality parameter f.  

d୨ = ൜
1   if H୨ − δ < Y଴ < H୨ + δ

0                            otherwise
 (6) 

By adopting the Equations (4)-(6), the ATS and ASI are derived and shown in the following 

expression [22]: 

ATS = d୘Qg − d୘g 

= d୘(Q − I)g(7) 

where Q = (I − Q୲)ିଵ  is the p × p  fundamental matrix, Q୲  is the p × p  matrix of 

transient probabilities, I is the identity matrix, g is the p × 1 vector of sampling intervals 

(hୗ, h୐)  corresponding to the discretized states of the Markov chain and the initial 

probabilities vector d is set as d = (1,0, … ,0) [22]. 

ASI = pୱhୱ + p୐h୐ 

= 1 + +
ௗ೅௚ିଵ

஺ோ௅బ
(8) 

where𝑝௅ is the probability the sample adopts the long sampling interval while𝑝ௌ is the 

probability the sample adopts the short sampling interval. 

 

3.THE VSI EWMA t CHART WITH UNKNOWN SHIFT SIZE 

In the situation where the exact shift size (𝛿) is known, ATS is used as the performance 

measure in monitoring the statistical performance. On the other hand, if the shift size cannot 

be specified or the 𝛿is not deterministic, the expected average time to signal,𝐸𝐴𝑇𝑆ଵacts as an 

alternative type of performance measure in measuring the statistical performance [6, 19, 23]. 

In this paper,𝐸𝐴𝑇𝑆ଵis considered as the expected value of the ATS over the distribution 



P. S. Ng et al.              J Fundam Appl Sci. 2017, 9(5S), 542-555              547 

function 𝑓ఋ(𝛿) for the mean shift and it can be computed as follows: 

𝐸𝐴𝑇𝑆ଵ = ∫ 𝑓ఋ(𝛿)𝐴𝑇𝑆(𝑛, ℎௌ , ℎ௅ , 𝑊, 𝐾, 𝑎, 𝑏)𝑑𝛿, (9) 

where𝑓ఋ(𝛿) denotes the probability distribution function of the shift . In general, 𝛿 is 

assumed to follow a uniform distribution over the interval (𝛿௠௜௡, 𝛿௠௔௫)as it is often difficult 

to fit the actual shape of 𝑓ఋ(𝛿), where𝛿௠௜௡ and 𝛿௠௔୶ represent the lower and upper bounds 

of the mean shift, respectively [6, 19, 23]. Note that the integral as shown in Equation (9) 

cannot be obtained easily, thus an approximation of the integra1 is computed by using 

Gauss-Legendre quadrature. In this paper, we consider the various combinations of 

(𝛿௠௜௡, 𝛿௠௔௫) such as (𝛿௠௜௡, 𝛿௠௔௫) = {(0.25,2), (0.25,3), (0.5,2), (0.5,3), (0.75,2), (0.75,3)} 

which are the shift size domains adopted in the studies of [24-25]. For the optimization 

criterion, the objective function of 𝐸𝐴𝑇𝑆ଵis minimized and mathematically expressed as: 

𝑀𝑖𝑛(௡,௛ೄ,௛ಽ,ௐ,௄,௔)𝐸𝐴𝑇𝑆ଵ(𝛿௠௜௡, 𝛿௠௔௫)for𝛿௠௜௡ < 𝛿௠௔௫(10) 

subject to constraints  

ATS0 = 370.4(11) 

and 

𝑝௦ℎ௦ + 𝑝௅ℎ௅ = 1 +
ௗ೅௚ିଵ

஺ோ௅బ
(12) 

 

4. NUMERICAL ANALYSIS 

To illustrate the proposed VSI EWMA t chart with the performance measure of𝐸𝐴𝑇𝑆, suppose 

we consider 𝑛 ∈ {3, 5, 7}, (ℎௌ, ℎ௅) ∈{(0.5 ,1.5)  ,(0.3 ,1.7) ,  (0.1,1.3)  ,  (0.1 ,1.5), (0.1,1.9) , 

(0.1,4)} and various combinations of (𝛿௠௜௡, 𝛿௠௔௫)as shown in Table 1.  

 

Table 1.VSI EWMA t chart’s optimal chart parameters (W∗, 𝐾∗, 𝜆∗)  and the corresponding 

EATS1values when 𝐴𝑇𝑆଴ = 370.4, 𝐴𝑆𝐼଴ = 1, 𝑛 ∈ {3, 5, 7} and various combinations of 

(𝛿௠௜௡, 𝛿௠௔௫) 

𝒏 𝜹𝒎𝒊𝒏𝜹𝒎𝒂𝒙(hS, hL) (0.5, 1.5) (0.3, 1.7) (0.1, 1.3) (0.1, 1.5) (0.1, 1.9) (0.1, 4.0) 

3 0.

2

2 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.184, 

0.757, 

(0.191, 

0.746, 

(0.227, 

0.800, 0.03, 

(0.153, 

0.550, 

(0.351, 

1.310, 0.07, 

(0.246, 

0.971, 
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5 0.03, 

10.209) 

0.03, 

8.728) 

6.275) 0.02, 

6.638) 

7.227) 0.06, 

10.240) 

 0.

2

5 

3 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.184, 

0.757, 

0.03, 

7.421) 

(0.191, 

0.746, 

0.03, 

6.319) 

(0.372, 

1.300, 0.06, 

4.508) 

(0.316, 

1.143. 

0.05, 

4.810) 

(0.351, 

1.310, 0.07, 

5.035) 

(0.273, 

1.088, 

0.07, 

7.117) 

 0.

5

0 

2 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.328,1.40

6, 0.07, 

6.506) 

(0.340, 

1.357, 

0.07, 

5.256) 

(0.372, 

1.300, 0.06, 

3.723) 

(0.359, 

1.230, 

0.06, 

4.055) 

(0.351, 

1.310, 0.07, 

4.131) 

(0.444, 

1.872, 

0.14, 

5.477) 

 0.

5

0 

3 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.328, 

1.406, 

0.07, 

4.707) 

(0.340, 

1.357, 

0.07, 

3.791) 

(0.372, 

1.300, 0.06, 

2.705) 

(0.359, 

1.230, 

0.06, 

2.941) 

(0.351, 

1.310, 0.07, 

2.958) 

(0.525, 

2.230, 

0.18, 

3.673) 

 0.

7

5 

2 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.328, 

1.406, 

0.07, 

4.954) 

(0.340, 

1.357, 

0.07, 

4.029) 

(0.372, 

1.300, 0.06, 

2.898) 

(0.574, 

2.137. 

0.11, 

3.022) 

(0.587, 

2.300, 0.14, 

2.998) 

(0.613, 

2.828, 

0.23, 

3.536) 

 0.

7

5 

3 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.328, 

1.406,  

0.07, 

3.645) 

(0.340, 

1.357, 

0.07, 

2.947) 

(0.372, 

1.300, 0.06, 

2.133) 

(0.574, 

2.137. 

0.11, 

2.161) 

(0.587, 

2.300, 0.14, 

2.092) 

(0.675, 

3.256, 

0.27, 

2.233) 

𝑛 𝛿௠௜௡𝛿௠௔௫ (hS, hL) (0.5, 1.5) (0.3, 1.7) (0.1, 1.3) (0.1, 1.5) (0.1, 1.9) (0.1, 4.0) 

5 0.

2

5 

2 (𝑊∗, K∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.214, 

0.925, 

0.10, 

3.681) 

(0.271, 

1.035, 

0.12, 

3.089) 

(0.265, 

0.809, 0.08, 

2.300) 

(0.290, 

0.924, 

0.10, 

2.390) 

(0.280, 

0.954, 0.11, 

2.570) 

(0.244, 

0.952, 

0.13, 

3.450) 

 0.

2

3 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.214, 

0.925, 0.1, 

(0.271, 

1.035, 

(0.265, 

0.809, 0.08, 

(0.310, 

0.988, 

(0.280, 

0.954, 0.11, 

(0.244, 

0.952, 
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5 2.531) 0.12, 

2.073) 

1.535) 0.11, 

1.575) 

1.681) 0.13, 

2.226) 

 0.

5

0 

2 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.278, 

1.242, 

0.15, 

2.071) 

(0.342, 

1.332, 

0.17, 

1.573) 

(0.436, 

1.230, 0.16, 

1.155) 

(0.540, 

1.760, 

0.24, 

1.146) 

(0.502, 

1.809, 0.26, 

1.141) 

(0.386, 

1.696, 

0.28, 

1.254) 

 0.

5

0 

3 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.289, 

1.302, 

0.16, 

1.419) 

(0.342, 

1.332, 

0.17, 

1.045) 

(0.436, 

1.230, 0.16, 

0.739) 

(0.540, 

1.760, 

0.24, 

0.722) 

(0.502, 

1.809, 0.26, 

0.714) 

(0.386, 

1.696, 

0.28, 

0.774) 

 0.

7

5 

2 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.335, 

1.545, 

0.20, 

1.433) 

(0.432, 

1.742, 

0.24, 

1.021) 

(0.666, 

2.032, 0.28, 

0.708) 

(0.683, 

2.300, 

0.34, 

0.653) 

(0.573, 

2.140, 0.32, 

0.623) 

(0.470, 

2.382, 

0.42, 

0.558) 

 0.

7

5 

3 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.356, 

1.663, 

0.22, 

0.977) 

(0.443, 

1.798, 

0.25, 

0.668) 

(0.748, 

2.300, 0.33, 

0.430) 

(0.683, 

2.300, 

0.34, 

0.396) 

(0.636, 

2.474, 0.38, 

0.376) 

(0.470, 

2.382, 

0.42, 

0.332) 

𝑛 𝛿௠௜௡𝛿௠௔௫ (hS, hL) (0.5, 1.5) (0.3, 1.7) (0.1, 1.3) (0.1, 1.5) (0.1, 1.9) (0.1, 4.0) 

7 0.

2

5 

2 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.226, 

0.982, 

0.14, 

2.275) 

(0.218, 

0.800, 0.11, 

1.817) 

(0.351, 

0.991, 0.14, 

1.403) 

(0.339, 

1.022, 

0.16, 

1.434) 

(0.304, 

0.996, 0.15, 

1.495) 

(0.293, 

1.184, 

0.22, 

1.933) 

 0.

2

5 

3 (𝑊∗, 𝐾∗, 

𝜆∗, 𝐸𝐴𝑇𝑆ଵ

(0.246, 

1.079, 

0.16, 

1.535) 

(1.107, 

0.297, 

0.17, 

1.216) 

(0.369, 

1.038, 0.15, 

0.911) 

(0.339, 

1.022, 

0.16, 

0.930) 

(0.317, 

1.041, 0.16, 

0.967) 

(0.293, 

1.184, 
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First, we compute the optimal charting parameters (𝜆∗, 𝑊∗, 𝐾∗) that minimizes the 𝐸𝐴𝑇𝑆ଵ 

by using the methodology presented in Section 3. Then, we provide the overall effectiveness 

of the chart within a mean shift domain by computing the 𝐸𝐴𝑇𝑆ଵ values based on the 

corresponding optimal parameters ( 𝜆∗, 𝑊∗, 𝐾∗) obtained from the Scilab optimization 

program. Subsequently, the comparisons are made between the VSI EWMA t chart with three 

others charts such as the t chart, the VSI t chart and the EWMA t chart with unknown shift 

size. 

Table 1 presents the optimal parameters of (𝜆∗, 𝑊∗, 𝐾∗) and their corresponding 𝐸𝐴𝑇𝑆ଵ 

values of the VSI EWMA t chart for various combinations of (𝑛, 𝛿௠௜௡, 𝛿௠௔௫). Based on Table 

1, the combination of (ℎௌ , ℎ௅) = (0.1, 1.3) results in the lowest 𝐸𝐴𝑇𝑆ଵvalues (refer to the 

values in bold) for 𝑛 = 3, whereas the VSI EWMA t chart tends to generate a lower 

𝐸𝐴𝑇𝑆ଵfor higher shift domain for the combinations of (ℎௌ, ℎ௅) = (0.1, 1.9)and (ℎௌ , ℎ௅) =

(0.1, 4) (see values in bold). In addition, we also observe that the spread between ℎௌand ℎ௅ 

significantly impact the value of 𝐸𝐴𝑇𝑆ଵand the larger spread between ℎௌand ℎ௅ does not 

necessarily result in smaller 𝐸𝐴𝑇𝑆ଵ as different combinations of (ℎௌ, ℎ௅) result in different 

optimal 𝐾 and 𝑊 values. These observations are supported by the studies of [18, 26]. The 
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choiceof the sample size 𝑛 also has a large impact on the 𝐸𝐴T𝑆ଵ. As expected, a larger 

𝐸𝐴𝑇𝑆ଵ  is obtained for smaller values of 𝑛 , e.g. in Table 1 the 𝐸𝐴𝑇𝑆ଵ = 10.209  for 

(𝑛, ℎௌ, ℎ௅ , 𝛿௠௜௡, 𝛿௠௔௫) = (3, 0.5,1.5,0.25,2) is larger than 𝐸𝐴𝑇𝑆ଵ = 3.681 for 

(𝑛, ℎௌ, ℎ௅ , 𝛿௠௜௡, 𝛿௠௔௫) = (5,0.5,1.5,0.25,2) and 𝐸𝐴𝑇𝑆ଵ = 2.275 for (𝑛, ℎௌ, ℎ௅ , 𝛿௠௜௡, 𝛿௠௔௫) 

= (7,0.5,1.5,0.25,2)respectively. Thus, a larger sample size is recommended to monitor the 

process mean.   

Additionally, it is apparent from Table 1 that the EATSଵ value for shift domain is impacted 

by the values of  δ୫୧୬ and the range of the shift (δ୫୧୬, δ୫ୟ୶). The higher the δ୫୧୬, the 

smaller is the EATSଵ values regardless of the values of δ௠௔௫. For example, by considering 

the case of𝑛 = 5and (ℎௌ , ℎ௅) = (0.5, 1.5), the 𝐸𝐴𝑇𝑆ଵ value is 3.681 for (𝛿௠௜௡, 𝛿௠௔௫) =

(0.25, 2), while for the higher 𝛿௠௜௡ such as (𝛿௠௜௡, 𝛿௠௔௫) = (0.5, 2) and (𝛿௠௜௡, 𝛿௠௔௫) =

(0.75, 2), the 𝐸𝐴𝑇𝑆ଵ are only 2.071 and 1.433 respectively. For different range of the shifts 

(𝛿௠௜௡ , 𝛿௠௔௫) but with the same 𝛿௠௜௡ , we observed that larger range of shift generates 

smaller 𝐸𝐴𝑇𝑆ଵvalue. For instance, by considering 𝑛 = 5, (ℎௌ, ℎ௅) = (0.5, 1.5), the 𝐸𝐴𝑇𝑆ଵ 

for ( 𝛿௠௜௡ , 𝛿௠௔௫) = (0.25, 2)  is 3.681 which is larger than 𝐸𝐴𝑇𝑆ଵ = 2.531  for 

(𝛿୫௜௡ , 𝛿௠௔௫) = (0.25, 3). Thus, it is apparent that the selection of (𝛿௠௜௡, 𝛿௠௔௫) plays an 

important role in impacting the EATS1 values. 

To evaluate the robustness of VSI EWMA t chart against errors in estimating the changes in 

the process standard deviation, σ଴, we calculate the EATSଵfor different values of b such 

as𝑏 ∈ {0.9, 0.95, 1, 1.05, 1.1}. Note that 𝑏 ≠ 1 indicates that the process has shifted due to 

the change in standard deviation, 𝜎଴. In this section, we consider (ℎௌ , ℎ௅)= (0.1, 1.3) for the 

VSI t and VSI EWMA t charts. The shift domain is set as (𝛿௠௜௡, 𝛿௠௔௫) = (0.25, 2), the 

𝐴𝑅𝐿଴ = 𝐴𝑇𝑆଴ = 370.4 are attained for t, VSI t, EWMA t and VSI EWMA t charts so that a 

fair comparison can be made.  
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Table 2. EATS1 values for t, VSI t, EWMA t and VSI EWMA t charts when 𝑛 ∈ {3, 5, 7} and 

𝑏 ∈ {0.9, 0.95, 1, 1.05, 1.1} 

  t VSI t EWMA t VSI 

EWMA t 

𝑛 𝑏 𝐸𝐴𝑇𝑆ଵ % 

increase 

𝐸𝐴𝑇𝑆ଵ % 

increase 

𝐸𝐴𝑇𝑆ଵ % 

increase 

𝐸𝐴𝑇𝑆ଵ 

3 0.9 95.90 1707.1 94.897 1688.1 13.52 154.7 5.31 

 0.95 102.04 1647.1 101.064 1630.3 14.39 146.4 5.84 

 1 108.08 1622.4 107.119 1607.2 15.25 143.0 6.28 

 1.05 113.99 1595.2 113.058 1581.3 16.12 139.7 6.72 

 1.1 119.79 1566.0 118.879 1553.3 17.00 136.5 7.19 

𝑛 𝑏 𝐸𝐴𝑇𝑆ଵ % 

increase 

E𝐴𝑇𝑆ଵ % 

increase 

𝐸𝐴𝑇𝑆ଵ % 

increase 

𝐸𝐴𝑇𝑆ଵ 

5 0.9 35.78 1785.7 22.00 1070.0 5.77 203.9 1.90 

 0.95 39.27 1769.5 24.96 1088.4 6.17 193.6 2.10 

 1 42.81 1761.1 27.72 1108.9 6.58 185.9 2.30 

 1.05 46.39 1748.9 30.72 1124.5 7.00 179.0 2.51 

 1.1 49.99 1733.4 33.69 1135.7 7.42 172.1 2.73 

𝑛 𝑏 𝐸𝐴𝑇𝑆ଵ % 

increase 

𝐸𝐴𝑇𝑆ଵ % 

increase 

𝐸𝐴𝑇𝑆ଵ % 

increase 

𝐸𝐴𝑇𝑆ଵ 

7 0.9 18.60 1574.9 14.34 1191.4 4.05 265.0 1.11 

 0.95 20.76 1557.6 16.29 1200.7 4.34 246.3 1.25 

 1 23.00 1540.0 18.33 1206.7 4.63 230.26 1.40 

 1.05 25.30 1523.3 20.43 1210.8 4.93 216.2 1.56 

 1.1 27.66 1510.0 22.60 1215.6 5.23 204.7 1.72 

As presented in Table 2, we can see slight changes in EATSଵvalues across different values of 

b for VSI EWMA t chart. The VSI EWMA t chart also results in the best performance as it has 

the smallest EATSଵvalue compared to t chart, VSI t chart and EWMA t chart. For an example, 

when n = 5 , and b = 0.9, the EATS1 value for VSI EWMA t chart, EWMA t chart, VSI t 
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chart and t chart are 1.9, 5.77, 22 and 35.78 respectively. Furthermore, Table 2 also shows the 

percentage of increase in the EATSଵ values of the adopted competing charts. Note that the 

percentage of increase in the EATSଵ  is reducing when b is larger. However, it is not 

surprising that different values of b  have minimal impact on the EATSଵ values of the 

different types of t charts as σ଴ does not need to be estimated in setting up the control limits 

of t type charts and thus, the problem of getting an inappropriate estimate of σ଴can be 

avoided [18]. 

 

5. CONCLUSION  

This paper allows practitioners to select the suitable sample size n, spread of (hୗ, h୐)and 

shift domain (δ୫୧୬,δ୫ୟ୶) in determining the optimal chart parameters and their expected 

average time to signal EATSଵ when the shift size is unknown and when the process standard 

deviation σ଴ has changed.  

Comparisons show that the VSI EWMA t chart outperforms the t chart, VSI t chart and 

EWMA t chart for different spread when the process is statistically in control and when the 

process has shifted due to the changes of σ଴. 
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