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ABSTRACT:

This study provides a realistic appraisal of theeusf entropy measures in manpower systems.
The appraisal shows that the existing entropy measufor manpower systems give a partial pic-
ture of the behavioural mechanism of the system.n€equent upon this, we propose the use of
transition probabilities of the imbedded Markov cimafor manpower systems as inputs in the

entropy statistic. The proposal is illustrated bgfining the basic Shannon entropy rate and im-

plemented in Matlab computing environment.
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INTRODUCTION the system.

Manpower systems are well-known hierarchical

systems in literature that consist of individualThe implementation of Markovian manpower
stocks and flows (Bartholomewt al, 1991; models (MMMS) is characterized by computa-
and McClearet al, 1992). As a consequence, ational complexities. For this reason, several
unified framework is employed in the study ofsoftware packages such as KENT, PROSPECT,
manpower systems. Most authors rely oMICROPROSPECT, CAMPLAN, and MAN-
Markov chain methodologies as an analytic tooSIM (Bartholomewet al, 1991; Smith and Bar-

to unify the states of a manpower system wittholomew, 1988); and FORMASY (Verhoeven,
the axiomatic foundation that there is a onei1981) have been developed to facilitate the use
stage dependence of events, i.e. each event dd-MMMs. These packages are tailored towards
pends immediately on the preceding event, bugpecialized problems and thus cannot be easily
not on the other prior events. The works ofmodified. Ekhosuehi and Osagiede (2010a)
Feichtinger and Mehlmann (1976), Raghavenemployed the Matlab package as a computa-
dra (1991), Setlhare (2007) and Tsaklidigional tool in analyzing manpower systems. The
(1994) are just a few references. The approacuitability of Matlab for manpower systems
by these aforementioned authors is enougbmanates from the hierarchical nature of the
driving force to assume that any model forsystem which is often represented in a matrix
manpower systems should unify the states dbrm. Matlab has several computational and
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graphic visual advantages arising from its interW=W,; x\W, 3)

active interface and independent plotting de-

vices. Details on the essential features of MatFrequently in chemistry, entropy changes are

lab are contained in Highman and Highmardetermined by making experimental

(2000), Martinez and Martinez (2002) and(calorimetric) measurements on the system.

Hahn and Valentine (2010). The calorimetric measurement of entropy for an
infinitesimal change is

The term entropy refers to a measure of the

degree of disorderliness, flexibility, uncertainty gg = ﬂ

or randomness in a system (see Tirtiroglu, T

2005). Entropy-theoretic methodologies have

been applied to diverse and substantive areagheredq is the quantity of heat and is the

such as: queuing systems (Tirtiroglu, 2005)temperature. Kneeat al. (1972) reported that

external debt stock (Osagiede and Ekhosuelthis calorimetric measurement form is the way

2007), gender inequality (Ekhosuehi andn which the idea of entropy was introduced

Osagiede, 2010b), goodness-of-fit tests (eee before a molecular understanding of the con-

al.,, 2011) and, in particular, to manpower syscept. To apply equation (4), we use

tems (McClean and Abodunde, 1978). How-

(4)

ever, we shall primarily limit our scope of 2 dq

study to entropy-theoretic measures for manAS=I— (5)
power systems. al

MATERIALS AND METHODS where 1 and 2 denote the initial and final states,
Some preliminaries to entropy-theoretic meas-and AS=S - S.

ures

The concept of entropy can be formalized fromn information theory, the amount of informa-
different perspectives. In statistical physicsiion contained in a piece of data is quantified in
entropy, denoted & is related logarithmically Shannon entropy. The Shannon entropy func-

to the number of microstated/, as tion is used to measure message uncertainty
and communication channel capacity. Shannon
S=kgInW 1) entropy relates the notion of information pro-

. o vided by a probability distribution for predict-
where the constar could in principle be cho- ing outcomes to uncertainty and “choice”

sen arbitrarily; but for convenience, as BOItZ'Wherein a source transmits discrete signals

mann constant (Kneeet al, 1972). Suppose X={X1,%...%} through a noiseless channel

Mo, My, 1. (are the numbers of atoms with N04qcrding to a probability distribution .
energy quanta, 1 quantum, 2 quanta, and so on‘f‘

represent the numbers of the energy levels, then n
the number of waysV for the Boltzmann distri- £n = {(pl, P2rPn) i Py = P(X) 2 0-; P, =1}
bution of energy is -

_ N! @) The uncertainty of the system is measured by
ny!nl.onitnl. U; = - logy, (p (%)), whereb is the base of the

logarithm. Logarithm is used here to provide

where N is the total number of atoms in thethe additive characteristic for uncertainty. The

system (Kneewt al, 1972). For two blockay, ower the probabilityp(x) i.e.p(x) ~ 0 the
and W, the number of ways of distributing higher the uncertainty i.e. Ui o, for the out-

energy at the instant of contact is given byomex.. The average uncertainty) , with (<)
Todaet al (1978) as being the average operator is given as ...
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u) = Y x WU =— Y x) 1o X continuous with respect toafinite measurea-
) Z:;‘ POV, Z:;‘ P()log, P(x) (6) with Radon-Nikodym derivativéas

Equation (6) is referred to as Shannon entropg

(Ciuperca and Girardin, 2005). According to

Ciuperca and Girardin (2005), entropy rate was

first defined by Shannon for an ergodic MarkovFor a discrete measu#é with supporte ,

chain with finite state spadeas the sum of the

entropies of the transition probabilitigg), j = S(u") = -> u/log u/ (11)

1,2,...,s weighted by the probability of occur- iDE

rence of each stateaccording to the stationary For a discrete-time proce¥s (Xo)ngne the en-

distributioné; of the chain, namely tropy at timen is defined as the Shannon en-
< tropy of then-dimensional marginal distribu-

H(X) = —Z ﬂiz p; log p; @) tion of X, namely
j=1

i=1
H,(X)=-Ellog f*(X)] =S, (fX 12
Shannon entropy has the property of symmetryn( ) llog T (%01 ﬂ”( ") (12)
i.e. the measure is unchanged if the outcomeghere f* is the density function of the random
x are re-ordered, and it increases with the numysector X = (X, X,,...,%;) with respect to some
ber of outcomes i.e. reference measuig,.

(f)==[ f(x)log f(x)du(x) (10)

Hn(pL""pn)sHn(ll""l]<Hm-1[1""7 1 ) (8) Barron (1985) proved that ifXy}is a stationary

n n n+l n+l ergodic process with probability densitifX;,
X,,...,%) , then the sequence of relative entropy

whereH,(e) is the entropy measure. With Shan-gensities (i) log f (X, Xo....,X) converges

non formula the entropy of a system can b@imost surely to the relative entropy rate, and to

calculated from the entropy of its sub-systemshe shift invariant random variablg log f

if we know how the sub-systems interact withix x_, ), for nonergodic processes. Barron

each other. For instance, for positive inted®rs (1986)’expressed Shannon entropy in terms of

whereb; + ... + b =n, we have normal entropy an®(X) as:
1 1 _,(b b)) <0, (1 1 H = (¥ )log2rrea? - D(X) (13)
H”(n""’nj Hk[n,...,n};nH{b bj (9) (%)

where _ 1 fa(x)log f,(X)
In most applications, Shannon entropy is pre- D(X) = I o(x) dx
ferred to other entropy measures because it is

less mathematically rigorous than either thert (y) js a probability density functiom=(x) is

modynamic entropy or Boltz_mgnn’s entropy,ihe normal density function, anaf is the vari-
and it relies solely on probabilities rather tharhnce

on causal statements. Further details on Shan-
non entropy are found in the publication: De-g
partmento de Matematica (2001).

irardin and Limnios (2003) obtained the en-
tropy rate of semi-Markov processes by extend-
. . . ) ing the Shannon-McMillan-Breiman theorem.
5&?”;'2253:6 the information-theoretic en- e shannon-McMillan-Breiman theorem (or
; : . asymptotic equirepartition property (AEP))
Girardin and Limnios (2003) expressed Shang, ;i tes the analogue of the law of large

non entropy for a finite measugé absolutely ,mpers for information theory. This theorem
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ensures the almost sure convergence of the A k(i) o
integern as 77 =——= i, ] =1,...S, where
sequence H@X), where K
~(log £X(x)) £,5(X)

is the density function of the random K N
vectorX = (Xy,...,%) andH(X) is the entropy Ny ()= zl{x(k):i} and _ %% and

. ' 0 Tt —> TT
rate. Since semi-Markov processes belong to a k=1 ! !
class of non-stationary continuous-time proc- )
esses, Girardin and Limnios (2003) presented "
the entropy of the process Z as \/?(ni ~7) - N(O’ (-7, ))

Application of entropy-theoretic methodolo-
_£|og £2(2) - H(2) gies to manpower systems: _

T The use of entropy-theoretic concepts in man-
Ciuperca and Girardin (2005) derived an estipower systems has produced interesting results.
mator for the entropy rate based on the maxiMcClean and Abodunde (1978) resolved one of
mum likelihood method of the transition matrixthe problems associated with Shannon entropy
with proofs of its properties. The entropy rate is(which is the absence of a fixed maximum
of the form value) by modifying the basic Shannon entropy

so that it lies within the closed interval [0,1$ a

H(X)=ZH|097?-ZZ%,D logrz, (14) zk: p, log p,
i=1 i=1 j=1 H __= (15)
whereX=(X,) is a homogeneous ergodic (that logk

is irreducible and aperiodic) Markov chain with
finite state spaceE=(1,--- s}, m,i=1,---s isthe for a steady-state manpower system. In equa-

stationary distributior; ;)= zP;; and ~ tion (15),k is the maximum number of tenure
Pij= P(XFiXas=1), NPi=1. The stationary dis- classes; ang; is the probability that a member
tribution (z) is estimated as of staff is in tenure class. McClean and

Abodunde (1978) used the transition probabili-
A . ties generated from the McClean’s steady-state

T = Nn(l), i,j=1..,s, where model (McClean, 1977) as inputs to the for-
n mula in equation (15) so as to measure the sta-

q bility of the length of service in a system. The

_— ., an .. % work of McClean and Abodunde (1978) has
N”(I)_%:N”G’J) N,(, )= ;]‘Xm:”m:” been extended by Vassiliou (1984) to find the

i ) probability of person in a specific length of
for the one observation of the chaii=Ko, . Xn).  service class dssoo

) Omosigho and Osagiede (1999) estimated the
" as. " entropy value for an organisation based on
TG - 74 and \/ﬁ(q 7F) - N(O’q (1_77i)) wastage rate. The log-normal model of Chu and

Ci u-- ) _Lin (1994) was modified as
perca and Girardin (2005) obtained an estimate

of the stationary probability for giveld inde- YN
pendent observations of the chain, Wi (O =W+ L, (16)

X® =(x,.. X®)k=1..K  forafixed ‘Where
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1 1(Int =w) tion of a constant workforce size in the
W) = o exXp- 2((7] 120 McClean/Abodunde’s entropy measure was
a criticized as unrealistic. Thus, Omosigho and
Osagiede (2002) introduced the augmented
W, (t . . 2
L = n'i -W (t) ratio of squares measure given £) :1)(72 :
+ X
Wi (1)
~

; 2 _ % [EJ -6 T
W(t)is the wastage rate when the length of sewhere X® = Z —_,
vice ist,w is the mean of 1h ands is the j=1 Ej
standard deviation of 1h Using the Bowey’s
stability curve for the actual wastage ratesk is the highest grade in the organizati&, is
Omosigho and Osagiede (1999) validated ththe expected number of workers in grgde
entropy value for the organisation. the organization an@®, is the observed num-
ber of workers in gradg in the organization.
McClean (1986) developed a new definition ofOmosigho and Osagiede (2002) therefore re-
entropy for a manpower system based on cortalibratedf(x) so as to detect the development

tinuous-time tenure profile as of a chaotic situation in manpower systems as
o F(X F(x 1+k
‘(L P 10g ™% )dXJ (17) Fx)==—f(x
H' = H H k
logw

) A stable and desirable workforce is indicated

whereF(x)= the survivor function,,u:f0 F(x)dx when F(x)=0 , whereasF(x)=1 indicates an

abnormal situation. Fd¥(x)>1, a chaotic situa-
and w is the maximum possible completedtion develops in the workforce of the organiza-
length of service (C. L. S.). The entropy meastion. The stability measures proposed by
ure in McClean (1986) was aimed at correctingdmosigho and Osagiede (2002) have some
the anomaly of ‘time-based drift’ of the discretelimitations such as:
entropy definition in McClean and Abodundei. The measures do not take into considera-
(1978). The crux of the entropy measure in tion the transition of individuals from one
McClean (1986) is the survivor function and grade/cadre to another.
the assumption that the modelled manpowsi. The range off(x), i.e.f (x)0[0,1], is unrea
system is in a steady-state. The limitations in istic in practice as the highest grade in any
the use of McClean’s entropy measure are that organizationk, is known and finite. Thus
the tail of the distribution of the survivor func- k—ow as claimed by Omosigho and
tion is frequently ignored (Tyler, 1986) and that ~ Osagiede (2002) cannot hold in practice.
large statistical samples covering a short time
span are required to achieve the steady-sta®ler (1989) developed an entropy measure for
property. Ebrahimet al. (2010) had also men- manpower systems based on the concepts of
tioned that the information methodologies arehermodynamics. Tyler (1989) assumed that the
often developed in isolation, i.e. a particularsize of the manpower system is analogous to
measure is used without consideration of th¢he absolute temperature and that the size of the
larger picture. tenure class satisfies the McClean's steady-

state manpower model. Tyler (1989) evaluated
In Omosigho and Osagiede (2002) the assumphe entropy of a manpower system from the
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Boltzmann's formula as well as the internal [0 09891 O 0 0 0
energy of the manpower system using 0 0 Q9551 O 0 0
H 0O O 0 09636 O 0
=_8 (18) P=
) 0O O 0 0 0 09102
whereHg is the Boltzmann’s formula expressed
as _0 0 0 0 0 0389;L
and
' N! - .
Hg =log{———— (19) 0.0109
NoENLLON ]
0.0449
- 0.0364
, W =
N1=N1,NK=N1|'I p k>1 0.0276
- 0.0898
are the McCleans’ steady-state number of 0.6109

members of the population belonging to each
tenure classc, cis the number of tenure
classes,N = Z N is the totaltransition probability matrix, andV is the
=1 wastage probability vector. The maximum
number of grades in the system is the total
size of the population, angl is the probability number of the states in the transition matrix, i.e.
of surviving from one tenure classto tenure k=6.
classi+1 . The thermodynamic entropy meas-
ure proposed by Tyler (1989) has a criticalf we decide to apply the formula in equation
limitation emanating from the assumption tha{15) to estimate the entropy of the system, then
the size of the manpower system is analogouse consider the survival of individuals from
to absolute temperature. one grade to the other as described by the tran-
sition matrix, P. Now, for a direct transition
This assumption is unrealistic as it has no thedrom grade 1 to other grades, we haye=0,
retical basis. More so, the mathematical comp,=0.9891, andp,= 0, i = 3,4,5,6. In this case,
plexities inherent in the application of the en-
tropy measure limit its use only to the mathe- 6
matically sophisticated researcher. we find that the axiom thaE p =1 does
i=1
RESULTS AND DISCUSSION
Suppose we are interested in estimating theot hold. The same result holds if the other
entropy value of a manpower system describegrades are chosen as a starting point. The rea-
by the following transition mechanism: son for this is that the transition matRxis sub
-stochastic as a result of wastages in the sys-
tem. Thus, we cannot use the entropy measure
P, =[0.8872 01128 0 0 O 0], in McClean and Abodunde (1978) as well as its
variants in Vassiliou (1984), Omosigho and
where Py is the recruitment vecto? is the Osagiede (1999) and Omosigho and Osagiede
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(2002) to do this because flows such as recruithe interval [0,1] . The modified version of the

ment and wastage flows are neglected. Consbasic Shannon entropy rate for the manpower

quently, the entropy measures in McClean andystem under consideration is written in Matlab

Abodunde (1978), Vassiliou (1984), Omosighopseudocodes as:

and Osagiede (1999) and Omosigho an

Osagiede (2002) give a partial picture of the$ — 6 Q0—P+w*P,

behaviour of the system. In a similar mannerp| _ diag(Q0"DO);

the thermodynamic entropy measure in Tyler

(1989) cannot be applied because there is n@odified_s hannon_ent ropy

sufficient reason to assume that the size of thesum ((PI'*log(Q)))/log(k)’

manpower system is analogous to absolute tem-

perature. Similarly, if we decide to use the bawhere the left arrow— is used instead of

sic Shannon entropy rate or the entropy formulgquality for an assignment and Q is a matrix

of Ciuperca and Girardin (2005), we again enformed from QO such that the zeros in matrix

counter the problem of dealing with a sub-QO are replaced by 1. We implement the pro-

stochastic transition matrix gram described by the pseudocodes in Matlab
R2007b. Subsequently, we obtain the imbedded

k Markov chain and the entropy value for the
as z P; <1 . manpower system respectively as
j=L

_ N 0009709903 0 0 0 0
where _t_h_e shortfalls in the sum of transition 003980005109551 O 0 0
probabilities, are created by losses and transfers
in the system, ang; is the transition probabil- 0032300041 0 Q9636 O 0

ity from statei to statg. Since the states within Q= 0024500031 0 0O Q9724 0

the system are transient, th&m pifn) =0 0079700101 0 0 0 09102
n-e | 0542000689 0 0 0 03891

for all i (see Hillier and Lieberman, 2005).and
This is because the process cannot remain in a

transient state after a large number of transiModified_s hannon_ent ropy = 0.1871

tions. To compute the entropy value for the

system therefore, a transformation of the formtn matrix QO , the entries in columns 1 and 2
I:(P, w, Py —k x k matrix space is necessary.arise from the replacement matrix and the re-
The imbedded Markov chain formulation cruitment policy of the system as new recruits
which is based on the Young/Almond-typeenter either into grade 1 or grade 2. In particu-
transition matrix (Feichtinger and Mehimann,lar, thel,2 entry is the probability that an indi-
1976; Tsaklidis, 1994) is a convenient way tovidual is promoted from grade 1 to grade 2 or
achieve this. By so doing, we seek a block mahe is recruited into grade 2 to replace leavers in
trix of the form: Q=P + wR, , such that grade 1. Wherever zero entry occurs, it means
Qe'=e' , wheree'is a column vector conform- No transition took place between the corre-
able with matrix Q containing one as its ele- sponding grades. The main diagonal elements
ments. In this light, we modify the basic Shanof matrix Q0 are either zero or relatively small,
non entropy rate using the transition probabiliwhile the upper off-diagonal elements
ties of the imbedded Markov chain as inputs i{’Promotion’ probabilities) are large. The main
the Shannon entropy formula and Jdg as a diagonal elements for columns 1 and 2 show
scaling factor to constrain the entropy rate téhe consequential replacement of losses by new
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recruits, while the upper off-diagonal element®arron, A. R. (1985). The strong ergodic theo-

indicate that there is a normal progression to rem for densities: Generalised Shannon-

the next higher grade. The entropy value, which McMillan-Breiman theorem,The Annals of

is closer to zero than to one, indicates that un- Probability, 13 (4): 1292-1303

certainty in the transition mechanism of the

system is low. This inference is what we expecBarron, A. R. (1986). Entropy and the central

as the transition probability matriP=(p;) is limit theorem,The Annals of Probability4

such thap; =0, forj=i,i+1 , andp; =0 , oth- (1):336-342.

erwise; and the imbedded Markov chain QO

has a ‘sparse’ block structure. In view of theseChu, S. C. K. and Lin, C. K. Y. (1994). Cohort

an individual in the system is almost sure of the analysis technique for long-term manpower-

next grade in the immediate ensuing transition. planning: the case of a Hong Kong tertiary
institution, Journal of OperationalResearch

From this illustrative example, we are able to Society45(6): 696-709

make the Shannon entropy rate robust using the

imbedding transformation to unify the plethoraCiuperca, G. and Girardin, V. (2005). On the

of transitions in the system. estimation of the entropy rate of finite
Markov chains. Retrieved 24/05/2009 from
CONCLUSION http://conferences.telecom-bretagne.eu/

This study contains a survey of entropy- asmda2005/IMG/pdf/proceedings/1109.pdf
theoretic literature with particular reference to

manpower systems. Although the existing enDepartmento de Matematica (2001). Measures
tropy measures give a partial picture of the real- of uncertainty: Shannon’s entropy. Retrieved
world intricacies of a typical manpower system 22/05/2009 from _www.mtm.ufsc.br/~taneja/
and thus limit their use in describing the en- book/node3.html

tropy of the entire system, yet the study does

not invalidate the use of entropy in manpoweEbrahimi, N., Soofi, E. S. and Soyer, R. (2010).
systems. The major accomplishments of the Information measures in perspectiVefer-
study are that entropy as a measure of certainnational Statistical Review8 (3): 383-412
properties in manpower systems has been ap-

praised to identify future research directionsEkhosuehi, V. U. and Osagiede, A. A. (2010a).
and arising thereof, is a suggestion for the de- Enrolment transition process with MATLAB
velopment of a robust entropy statistic in which as a technical computing languagéfican

all possible transitions in a manpower system Journal of Contemporary Issues) (1):151-
are inscribed. The suggestion is substantiated 163

with an example problem.

Ekhosuehi, V. U. and Osagiede, A. A. (2010b).
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