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## INTRODUCTION

The greater importance of standardized tests in student outcomes and school accountability underscores the value of alignment among standards and assessments (Liu et al., 2008). Accurate claims about a student's mastery of the standards rely upon the degree to which the test measures those standards adequately (Bhola, Impala, \& Buckendahl, 2003). In addition, teachers’ classroom instruction should be reflective of the standards and the assessment (Blank, 2002).

However, while researchers argue that greater alignment is superior (e.g., Porter, 2002), there do not exist objective criteria for assessing alignment strength. Additionally, no studies in the current literature have identified critical values that are appropriate for hypothesis testing on alignment indices. The present study fills this void by presenting critical values for hypothesis tests on indices of alignment, based on data simulation techniques. It then uses the critical values to reanalyze results from prior studies on strength of alignment among standards, assessments, and instruction.

## Background

Ongoing analyses of alignment are necessary to gauge changes in alignment over time. As instruction moves to develop common core standards and assessment instruments, the importance of accurate and effective measurement of alignment between standards and tests will only increase.

Research showed great variation in the degree of alignment among tests, standards, and instruction. Using an alignment scoring process that allows indices ranging from 0 to 1 (Porters, 2002), some prior study has found alignments as low as 0.15 (Porter, Smithson, Blank, \& Zeidner, 2007) and as high as 0.80 (Lin \& Fulmer, 2008). Most would agree that greater alignment
is appropriate, particularly if the purpose is to ensure that an assessment aligns well with the standards it purports to measure. On the other hand, items on a test represent only a sample of the domains of desired content and performance specified in standards. Therefore, alignment could not be expected to be perfect. Furthermore, discrepancies between the emphases of an assessment and state standards may be acceptable if the test encourages teachers and students to prepare for higher-order thinking than the standards describe (Liu \& Fulmer, 2008).

While the measurement of alignment has increased in frequency, the lack of a reliable metric for alignment indices has eluded researchers. This has greatly limited the ability of researchers to make valid conclusions about the strength of alignment. For a study that calculates an alignment of 0.15 , could the researcher decide whether this value could have occurred by chance? One solution is to explore where a particular value falls in the distribution of alignments and determine a corresponding $p$-value. This uses the probabilistic language of hypothesis testing (Shavelson, 2006, p. 243), which is familiar to many scholars. Since a closed-form expression for the distribution of alignments is not known, this study uses numerical methods to estimate critical values corresponding to alpha levels .05 and .10 so that researchers can determine whether their alignment measures are likely to have occurred by chance.

The following section explains the process for selecting a rubric for scoring alignment and demonstrates its use. Next, the methodology section describes the estimation algorithm for determining the critical values of alignment indices. Then, the results section presents the critical values and a reexamination of alignment results in previous studies. The final section discusses implications of these critical values for the field and directions for future research.

## Selecting and Using an Alignment Rubric

Blank (2002) lists four models for determining alignment: Webb (2007), Surveys of Enacted Curriculum (SEC, as described by Porter, 2002), Achieve (cf. Rothman, Slattery, Vranek, \& Resnick, 2002), and Council for Basic Education (CBE). Of these four, Webb and Porter were deemed more likely candidates for the present study. Ultimately, the Porter alignment index was selected. More information on Webb and Porter alignment methods are described below, followed by a justification for selecting Porter's index.

Webb's model uses four alignment criteria (2007): Categorical Consistency, Depth-of- Knowledge Consistency, Range of Knowledge Correspondence, and Balance of Representation. Webb recommends using multiple raters, cooperating over several days, to produce an alignment value for each of the four criteria. In addition, the Webb alignment method is used for the purpose of comparing alignment of an assessment to a particular content standard; it takes the content standard as a given.
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The Porter (2002) alignment index uses two variables for coding. Prior research has typically used content and cognitive complexity, such as a revised Bloom's taxonomy of educational objectives (Anderson \& Krathwohl, 2010), as the two variables. Each element from the comparison documents (e.g., items from the test) are rated on the two alignment variables and alignment is calculated among the tables. The Porter alignment is a much simpler process than Webb's in terms of the amount of coding required. As a result, the coding process is faster and inter-rater reliability is easier to calculate. In addition, Porter's index is independent of standard and assessment; each document is coded using the same rubric, not a rubric established based on a content standard. This lets researchers' and policymakers' decisions about degree of alignment be informed by alignment among tests, standards, or instruction across multiple jurisdictions.

Porter's alignment index can also be used to compare documents on any two categorical variables, not just on content and cognitive complexity as has been common. The only restrictions are that the two variables for coding must be categorical, and both variables must be applicable to the standards or test items to be coded. For example, one could choose dimensions for coding test items and standards to be (1) language complexity and (2) gender neutrality. This could be applied so long as every element for coding (whether items from a test or statements from standards) could be adequately coded into these variables.

In general, the size of the coding tables is smaller than the tables for standards documents or test-development plans. For comparison, Porter (2002) might summarize all items and statements on the mathematics content of "number properties and operations" in one row. Because of its relative simplicity in calculation and broad applicability, it is preferable for the present purpose. A11 subsequent analyses use Porter's index.

The Porter alignment index analyzes the extent of alignment between two tables of frequencies (i.e., a table for coding of a standards document and a table for coding of the assessment). It produces a single alignment index, ranging from 0 to 1 , to indicate how closely the distribution of points in the first table (standards) aligns with the second table (assessment). The Porter alignment index, $P$, is computed in four steps. (1) Create tables of frequencies for the two documents being compared. These are labeled $A$ and $B$. (2) For each cell in tables $A$ and $B$, compute the ratio of points in the cell with the total number of points in the respective table. Label the tables of ratios as $a$ and $b$. (3) For every row $j$ and column $k$ in tables $a$ and $b$ (the tables of ratios), calculate the absolute value of the discrepancy between the ratios in cells (4) Compute the alignment index using the following equation:
$\mathrm{P}=1-\frac{\sum_{k=1}^{K} \Sigma_{j=1}^{J}\left\|a_{j k}-b_{j k}\right\|}{2}$
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In the equation, $J$ is the number of rows and $K$ is the number of columns in each table, and $a_{j k a n d} b_{j k}$ are the ratios of points in the cells at row $j$ and column $k$ for the respective ratio tables, $a$ and $b$. Let the total number of cells in the table be called $N(=J \times K)$. Figure 1 demonstrates the procedure for calculating alignment between a pair of tables, for example data where $J=2$ and $K=2$ (and, thus, $N=4$ ).

It is important to note that the total number of cells in the A and B tables can have an effect on the alignment index. For any fixed number of test points or standards statements, a greater number of bells in the table will yield a range of likely values that is lower than for tables with fewer cells. For example, if both tables consist of just one cell, then the alignment will always be 1 because the ratios will correspond perfectly. As the number of cells increases, there is much more room for discrepancy between the ratios, and the values for the index are likely to be lower.

This table-size dependence of the alignment index would be a significant stumbling block in comparing alignment indices across studies. In Liu et al. (2008), all alignment analyses used the same 5 rows and 6 columns to enable such comparisons. However, if studies use different coding dimensions when assessing alignment, it is difficult to know whether a higher or lower alignment is meaningful, or is a consequence of the table size. This heightens the need for established criteria for assessing the strength of alignment indices.

In addition to a dependence on size, the alignment index also depends on the number of curriculum/standards statements or test items being coded. As an example, consider a standards document that only has one statement. The table of ratios of points for the standards (e.g., table a) will be all zeros, except for one cell. As more items or statements are included, the range of likely alignments may increase.

The dependence on quantity and coding dimensions of the standards and tests is a reason that one cannot use critical values for correlation coefficients when comparing alignment indices. The underlying structure upon which the calculation of the alignment index rests is categorical, rather than continuous as in the case of biserial correlation. In addition, correlations range from - 1 to 1 , with zero being the center of the distribution and, therefore, the most likely value to occur if the data points were scattered at random without any relationship between the variables. By contrast, the alignment index ranges from 0 to 1 , and the center of the distribution of indices depends on the size of the tables being compared, so that the most likely value to occur by chance is not zero. Therefore, comparing the alignment index with a null hypothesis of zero would be inappropriate. It is more essential to assess how far an observed alignment index is from the center of the distribution of indices could occur by chance.

## METHODOLOGY
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The present study comprised three phases. In the first phase, a computational algorithm was used to simulate alignment indices under different conditions by varying: a) number of cells in tables and b) number of "points'" in a standards document. A fixed number of test points, 100 , was used to simplify the algorithm. The second phase involved examination of the resultant distributions of the simulated indices' and determinations of quartiles. In the third phase, the critical values were used in a reexamination of previous research studies' findings on observed alignment among curriculum, standards, and instruction.

The simulation procedures were conducted using the R software package (version 2.9.1), a free, open-source implementation of the S language (lhaka \& Gentleman, 1996). R was selected because of its accessibility and the wealth of documentation available on its use ( R Development Core Team, 2005). Furthermore, the random number generator (RNG) in R produces numbers from a uniform distribution using the Mersenne-Twister algorithm, and is considered superior to the RNG in other software packages readily available to most researchers, such as Microsoft Excel or Visual Basic for Applications (McCullough, 2008).

For the first phase, the decision to compare two ratio tables that were generated randomly was made intentionally. Such a comparison does not assume that there is any single, reference standard; so, the process and results are more general, and can be informative for researchers and policymakers from any jurisdiction. That is, the present study focused on identifying likely ranges of alignment indices, making no assumptions about the distribution of points in the "true" standards or test. Fitting the exploratory nature of this study, the uniform distribution was selected because it treats all cells as equally likely. Using the uniform distribution also means that table size could be interpreted as the total number of cells, regardless of dimension: that is, tables with 20 cells have equivalent results whether the dimensions are $4 \times 5$, $2 \times 10$, or $1 \times 20$.

For tables with rows $J$ and columns $K$, let the number of cells be $\mathrm{N}=\mathrm{J} \times \mathrm{K}$. The algorithm placed points, at random, into N cells for a table, and then repeated the process for another table of equal dimension. For the test tables, the number of points was fixed at 100 . For the standards tables (table a), the number of points varied by condition: $30,60,90$, and 120 points. The values for the standards tables were chosen to reflect differences among jurisdictions. For each unique N and number of standards joints, the alignment index calculation was reiterated 5000 times. A pilot study compared results using a number of iterations (e.g., 500, 5000, and 50000), finding that additional iterations did not noticeably alter the distributions of simulated alignment indices by cell. The range of table sizes used was from $2 \times 5$ through $10 \times 10$, which included 33 unique sizes ( N ' $s$ ). The decision to calculate through a table size of $10 \times 10$ was arbitrary. Additionally, the algorithm was run on a table of size $19 \times 6$ to allow reanalysis of one study
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with unusually large table size (Liang \& Yuan, 2008). In this way, the algorithm allowed comparisons of results according to number of cells in the table, and according to the number of standards statements.

In the second phase, the simulated data was analyzed using graphical examination and development of quartiles. Histograms of the data are compared under the varying conditions of number of cells and standards points. The set of simulated was also used to determine quartiles that reflect critical values at the alpha levels of .10 and .05 for one- or two-tailed tests (i.e., $0.025,0.050,0.100,0.900,0.950$, and 0.975 ). The quartiles for the mean and first standard deviation were also computed. Complete R scripts are available upon request.

In the third phase, the means and critical values from the simulated data were used to reexamine results from previous alignment studies. In some instances, the dimensions of the tables for determining alignment were not reported in the original work. In such cases, the author used the coding dimensions from the cited authors' previous studies, or assumed that the coding dimensions were the same across different content areas (e.g., math and reading) in the same report.

## RESULTS

The results yielded a suitable set of means and critical values for alignment indices. The results also demonstrated the expected distribution pattern of alignment indices (Table 1): the mean alignment index is lower for tables of greater size; and the mean index is lower in cases with fewer points in the standards. The mean values in Table 1 should be used as null hypothesis values. Table 2 presents the critical values for alignment indices calculated from the simulation. The critical values in Table 2 are used to determine if the observed alignment index is statistically greater or less than the corresponding value in Table 1.

Repetitions of the alignment simulation yielded results that were identical to the third decimal (thousandths) in all cases, and identical to the fourth decimal (ten-thousandths) in most cases. The standard deviations among repeated simulations tended to be slightly higher for the larger table sizes that is, where the size of the table allows more variability in alignment but were still small (less than 0.002). This low variability indicates that the critical values determined through this algorithm are fairly stable across repetitions, suggesting high precision in the alignment simulation algorithm.

## Use of the Reference Criterion Values

To use the reference criterion values in Table 2, first identify the appropriate alignment index for comparison, based on the two-dimensional coding scheme the researchers used. Previous examples have used content and
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cognitive level (e.g., Liu \& Fulmer, 2008). Then, identify the appropriate quantile. For two-tailed tests at an alpha level of $\alpha$, the quantiles are $(\alpha / 2)$ and (1- $\alpha / 2$ ). Typically, researchers use a two-tailed test with alpha level . 05. In that case, the quartiles are 0.025 and 0.975 . If one wishes to use a onetailed test, then the quantile to be used would be either $(\alpha)$, or $(1-\alpha)$, depending on the hypothesized direction (below or above the mean, respectively). Finally, compare the alignment index to the criterion value. An example will help demonstrate the process.

Table 1: Mean alignment indices by number of cells and number of standards points.

| Cells | Standards Points |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 30 | 60 | 90 | 120 |
| 10 | 0.9464 | 0.9782 | 0.9875 | 0.9916 |
| 12 | 0.9297 | 0.9720 | 0.9833 | 0.9890 |
| 14 | 0.9172 | 0.9643 | 0.9792 | 0.9859 |
| 15 | 0.9117 | 0.9615 | 0.9771 | 0.9842 |
| 16 | 0.9024 | 0.9572 | 0.9743 | 0.9821 |
| 18 | 0.8842 | 0.9494 | 0.9695 | 0.9778 |
| 20 | 0.8674 | 0.9428 | 0.9635 | 0.9737 |
| 21 | 0.8596 | 0.9370 | 0.9606 | 0.9709 |
| 24 | 0.8394 | 0.9231 | 0.9504 | 0.9633 |
| 25 | 0.8335 | 0.9188 | 0.9469 | 0.9602 |
| 27 | 0.8217 | 0.9098 | 0.9400 | 0.9534 |
| 28 | 0.8168 | 0.9060 | 0.9367 | 0.9507 |
| 30 | 0.8054 | 0.8974 | 0.9291 | 0.9438 |
| 32 | 0.7935 | 0.8867 | 0.9212 | 0.9366 |
| 35 | 0.7709 | 0.8712 | 0.9077 | 0.9245 |
| 36 | 0.7627 | 0.8669 | 0.9033 | 0.9195 |
| 40 | 0.7314 | 0.8462 | 0.8860 | 0.9021 |
| 42 | 0.7161 | 0.8350 | 0.8761 | 0.8933 |
| 45 | 0.6941 | 0.8203 | 0.8621 | 0.8790 |
| 48 | 0.6721 | 0.8051 | 0.8474 | 0.8654 |
| 49 | 0.6648 | 0.7999 | 0.8431 | 0.8605 |
| 50 | 0.6587 | 0.7958 | 0.8384 | 0.8553 |
| 54 | 0.6321 | 0.7752 | 0.8194 | 0.8366 |
| 56 | 0.6204 | 0.7653 | 0.8106 | 0.8256 |
| 60 | 0.5968 | 0.7465 | 0.7925 | 0.8072 |
| 63 | 0.5802 | 0.7326 | 0.7797 | 0.7922 |
| 64 | 0.5747 | 0.7290 | 0.7730 | 0.7869 |
| 70 | 0.5451 | 0.7039 | . 07478 | 0.7600 |
| 72 | 0.5351 | 0.6946 | 0.7369 | 0.7497 |
| 80 | 0.5006 | 0.6615 | 0.7053 | 0.7137 |
| 81 | 0.4951 | 0.6600 | 0.6987 | 0.7107 |
| 90 | 0.4614 | 0.6258 | 0.6633 | 0.6716 |
| 100 | 0.4309 | 0.5908 | 0.6276 | 0.6337 |
| 114 | 0.3897 | 0.5506 | 0.5820 | 0.5845 |

Example. Porter (2002) examined alignment between a standardized mathematics test and its curriculum standards using a classification process from the Surveys of Enacted Curriculum (SEC) with 6 content areas and 5 cognitive levels. The observed alignment index was 0.37 (Porter, 2002, p. 6). Suppose that there were 30 standards points involved. The mean simulated alignment index for a $5 \times 6$ comparison, with 30 cells, is 0.805 (Table 1). lf a two-tailed test was used, at the .05 alpha level, the researcher would look to
the 0.025 and 0.975 quartiles. For a $5 \times 6$ table, with 30 cells and 30 standards points, these criterion values are 0.737 and 0.867 , respectively (Table 3). The observed alignment value is well below 0.737 (the 0.025 quantile). Therefore, the alignment is significantly lower than would be expected by chance at the .05 level.

Table 2: Standard deviations of alignment indices by number of cells and number of standards points

| Cells | Standards Points |  |  |  |
| :--- | :---: | :--- | :--- | :--- |
|  | 30 | 60 | 90 | 120 |
| 10 | 0.0041 | 0.0024 | 0.0016 | 0.0010 |
| 12 | 0.0072 | 0.0028 | 0.0020 | 0.0011 |
| 14 | 0.0068 | 0.0036 | 0.0019 | 0.0013 |
| 15 | 0.0111 | 0.0050 | 0.0016 | 0.0014 |
| 16 | 0.0102 | 0.0035 | 0.0022 | 0.0015 |
| 18 | 0.0104 | 0.0044 | 0.0028 | 0.0023 |
| 20 | 0.0100 | 0.0062 | 0.0031 | 0.0037 |
| 21 | 0.0088 | 0.0056 | 0.0033 | 0.0038 |
| 24 | 0.0112 | 0.0060 | 0.0047 | 0.0048 |
| 25 | 0.0108 | 0.0059 | 0.0054 | 0.0046 |
| 27 | 0.0145 | 0.0076 | 0.0061 | 0.0071 |
| 28 | 0.0150 | 0.0083 | 0.0069 | 0.0074 |
| 30 | 0.0149 | 0.0100 | 0.0086 | 0.0085 |
| 32 | 000150 | 0.0103 | 0.0088 | 0.0091 |
| 35 | 0.0159 | 0.0102 | 0.0104 | 0.0110 |
| 36 | 0.0144 | 0.0107 | 0.0109 | 0.0119 |
| 40 | 0.0168 | 0.0111 | 0.0120 | 0.0140 |
| 42 | 0.0155 | 0.0113 | 0.0124 | 0.0151 |
| 45 | 0.0148 | 0.0122 | 0.0136 | 0.0162 |
| 48 | 0.0161 | 0.0127 | 0.0152 | 0.0178 |
| 49 | 0.0152 | 0.0135 | 0.0149 | 0.0183 |
| 50 | 0.0166 | 0.0132 | 0.0155 | 0.0186 |
| 54 | 0.0166 | 0.0143 | 0.0166 | 0.0198 |
| 56 | 0.0168 | 0.0153 | 0.0176 | 0.0213 |
| 60 | 0.0179 | 0.0165 | 0.0179 | 0.0214 |
| 63 | 0.0183 | 0.0169 | 0.0191 | 0.0220 |
| 64 | 0.0189 | 0.0178 | 0.0190 | 0.0239 |
| 70 | 0.0192 | 0.0187 | 0.0211 | 0.0233 |
| 72 | 0.0186 | 0.0190 | 0.0225 | 0.0229 |
| 80 | 0.0195 | 0.0215 | 0.0223 | 0.0250 |
| 81 | 0.0211 | 0.0215 | 0.0238 | 0.0250 |
| 90 | 0.0204 | 0.0231 | 0.0241 | 0.0250 |
| 100 | 0.0216 | 0.0241 | 0.0251 | 0.0250 |
| 114 | 0.0221 | 0.0263 | 0.0272 | 0.0250 |
|  |  |  |  |  |

## Alignment in Previous Studies

Several previous studies have used Porter's alignment index to examine alignment among curriculum, standardized tests, and teacher instruction in mathematics and science. A reexamination of the results from those studies was conducted to further demonstrate the effectiveness of critical values for the alignment index in determining strength of alignment.

First, consider the results presented by Porter (2002). Porter applied the SEC mathematics coding, which used six content areas and five cognitive

## Thienhuong Hoang

levels. Table 4 presents an adaptation of Porter's results on alignment between assessments and mathematics standards documents for each region and the National Council of Teachers of Mathematics (NCTM). The diagonal represents the degree of alignment between each region and its own standards. As can be seen, all of the alignment indices presented are significantly lower than might be expected by chance (ranging from 0.30 to 0.47 , with a critical value of 0.737 for 30 standards points). Therefore, one would conclude that alignment among assessment and standards is very low for these regions.

Liu et al. (2008) used a coding structure with 5 content categories and 6 cognitive levels to compare alignment of physics curriculum and assessments for China, Singapore, and New York. China and Singapore had alignments of 0.67 , which are significantly lower than the mean at the .05 level (below the critical value of 0.737 ), whereas New York's alignment index of 0.80 was equivalent to the mean (between the lower and upper critical values). Moreover, Liang and Yuan (2008) used a coding structure based on the Chinese teachers' guide, with 19 content distinctions and 6 cognitive levels. The observed alignment for China was 0.41 , which was still significantly lower than would be expected by chance (lower than the critical value of 0.446; not shown in Table 2).

Table 3: Reference values for indices of alignment, by number of cells - 30 standards points.

| Cells | 0.025 | 0.050 | Quantile <br> 0.100 | 0.900 | 0.950 | 0.975 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |
| 10 | 0.9167 | 0.9250 | 0.9250 | 0.9667 | 0.9667 | 0.9750 |
| 12 | 0.9000 | 0.9048 | 0.9095 | 0.9476 | 0.9524 | 0.9571 |
| 14 | 0.8803 | 0.8894 | 0.8924 | 0.9409 | 0.9439 | 0.9515 |
| 15 | 0.8667 | 0.8778 | 0.8889 | 0.9333 | 0.9444 | 0.9444 |
| 16 | 0.8609 | 0.8710 | 0.8754 | 0.9275 | 0.9362 | 0.9377 |
| 18 | 0.8417 | 0.8500 | 0.8583 | 0.9083 | 0.9125 | 0.9208 |
| 20 | 0.8267 | 0.8333 | 0.8400 | 0.8933 | 0.9000 | 0.9067 |
| 21 | 0.8143 | 0.8227 | 0.8333 | 0.8863 | 0.8903 | 0.8961 |
| 24 | 0.7867 | 0.7963 | 0.8074 | 0.8704 | 0.8778 | 0.8849 |
| 25 | 0.7788 | 0.7879 | 0.8000 | 0.8636 | 0.8727 | 0.8788 |
| 27 | 0.7616 | 0.7741 | 0.7852 | 0.8561 | 0.8667 | 0.8719 |
| 28 | 0.7540 | 0.7667 | 0.7788 | 0.8544 | 0.8644 | 0.8726 |
| 30 | 0.7372 | 0.7500 | 0.7643 | 0.8500 | 0.8565 | 0.8667 |
| 32 | 0.7258 | 0.7357 | 0.7500 | 0.8361 | 0.8500 | 0.8548 |
| 35 | 0.7000 | 0.7143 | 0.7258 | 0.8125 | 0.8254 | 0.8361 |
| 36 | 0.6909 | 0.7077 | 0.7213 | 0.8033 | 0.8154 | 0.8254 |
| 40 | 0.6632 | 0.6754 | 0.6885 | 0.7727 | 0.7846 | 0.7941 |
| 42 | 0.6462 | 0.6575 | 0.6719 | 0.7576 | 0.7692 | 0.7794 |
| 45 | 0.6269 | 0.6393 | 0.6515 | 0.7353 | 0.7463 | 0.7571 |
| 48 | 0.6000 | 0.6143 | 0.6286 | 0.7143 | 0.7260 | 0.7361 |
| 49 | 0.5909 | 0.6056 | 0.6197 | 0.7083 | 0.7206 | 0.7286 |
| 50 | 0.5857 | 0.6000 | 0.6143 | 0.7027 | 0.7123 | 0.7231 |
| 54 | 0.5588 | 0.5714 | 0.5857 | 0.6761 | 0.6892 | 0.6986 |
| 56 | 0.5441 | 0.5571 | 0.5735 | 0.6667 | 0.6770 | 0.6892 |
| 60 | 0.5211 | 0.5342 | 0.5479 | 0.6438 | 0.6571 | 0.6667 |
| 63 | 0.5000 | 0.5143 | 0.5303 | 0.6267 | 0.6389 | 0.6486 |
| 64 | 0.4932 | 0.5070 | 0.5231 | 0.6234 | 0.6351 | 0.6456 |
| 70 | 0.4627 | 0.4783 | 0.4932 | 0.5949 | 0.6071 | 0.6173 |
| 72 | 0.4507 | 0.4658 | 0.4805 | 0.5844 | 0.6000 | 0.6118 |
| 80 | 0.4143 | 0.4304 | 0.4459 | 0.5529 | 0.5663 | 0.5783 |
|  |  |  |  |  |  |  |


| 81 | 0.4054 | 0.4211 | 0.4390 | 0.5476 | 0.5625 | 0.5732 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 90 | 0.3684 | 0.3836 | 0.4026 | 0.5176 | 0.5316 | 0.5429 |
| 100 | 0.3333 | 0.3544 | 0.3718 | 0.4881 | 0.5000 | 0.5125 |
| 114 | 0.2927 | 0.3077 | 0.3289 | 0.4494 | 0.4639 | 0.4773 |

Note that alignment can vary over time. Liu and Fulmer (2008) examined the alignment between the New York standards and state tests in high school level physics and chemistry over a two year period. While the physics tests retained higher validity (around 0.80 ), the alignment of the chemistry test varied more over time: 0.597 in January 2004; 0.713 in January 2006; and 0.692 in June 2006. Additionally, the alignment indices of the physics tests were equivalent to the mean, but the chemistry tests had alignments significantly lower than the mean. The variations over time support the need for ingoing analyses of alignment with revisions to high-stakes tests, as well as for comparisons across content areas.

Table 4: Alignment of Assessments with Standards.

| Standard |  | Assessment |  |  |
| :---: | :---: | :---: | :---: | :---: |
| State | B | D | E | F |
| B | 0.37* | 0.39* | 0.37* | 0.45* |
| D | 0.35* | 0.37* | 0.36* | 0.40* |
| E | 0.36* | 0.33* | 0.43* | 0.31* |
| F | 0.32* | 0.35* | 0.30* | 0.41* |
| NCTM | 0.34* | 0.40* | 0.33* | 0.47* |
| ${ }_{*}^{\text {Note. }}$ | Porter (p significan uming a | $\begin{aligned} & \mathrm{h}-\mathrm{Goals} 2 \\ & \text { nective mea } \\ & .30 \text { cells } \end{aligned}$ | $\mathrm{g} \text { a two- }$ |  |

The alignment of instruction has also been a focus of study. Porter, Smithson, Blank, and Zeidner (2007) presented longitudinal results from an intervention to increase alignment between teachers' instruction and their state's standards. Table 5 presents indices of alignment between instruction and the tests and standards for the treatment and control groups of teachers. All of the reported alignment indices are significantly lower than would be expected by chance. Therefore, teachers' instruction was poorly aligned with their respective standards and tests.

Table 5: Mean alignment of instruction with tests and standards over a longitudinal study.

| Math Test |  | Math Standard |  | Science Test |  |  | Science Standard |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | TRT | CTL | TRT | CTL | TRT | CTL | TRT | CTL |
| Year 1 | 0.204* | 0.207* | 0.302* | 0.304* | 0.156* | 0.146* | 0.180* | 0.168* |
| Year 3 | 0.189* | 0.191* | 0.328* | 0.309* | 0.170* | 0.165* | 0.197* | 0.185* |
| Note. <br> * | TRT= Treatment group; CTL= Control group. Table adapted from Porter, Smithson, Blank, and Zeidner (2007, p. 42). Alignment is significantly different from respective mean at the .05 level using a twotailed test. Tests and standards are assumed to follow a $5 \times 6$ coding rubric in mathematics (i.e., 30 cells) and a $5 \times 8$ coding rubric in science (i.e., 40 cells), and 30 standards points. |  |  |  |  |  |  |  |

While the instruction-assessment and instruction-standards alignment indices

## Thienhuong Hoang

were low, observed alignment among teachers' instructional practices has shown relatively higher results. Porter (2002) showed that teachers' instructional practices across jurisdictions had alignment indices ranging from 0.56 to 0.84 (Table 6). In general, these alignment indices are higher than found in Tables 7 and 8, suggesting that teachers' instruction is better aligned across jurisdictions, compared to the alignment of instruction with tests or standards, or even between the regions' tests and the standards they purport to measure. Furthermore, some indices in Table 96 were statistically equivalent to the mean (though none were above the mean). This comparison assumes that the reported alignment indices follow the same table dimensions ( $5 \times 6$, or 30 cells).

Table 6: Alignments of Instruction with Instruction.

| State | H | J | K | L | E | O | G | I | M |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H |  |  |  |  |  |  |  |  |  |
| J | 0.73* |  |  |  |  |  |  |  |  |
| K | 0.59* | 0.66* |  |  |  |  |  |  |  |
| L | 0.56* | 0.64* | 0.67* |  |  |  |  |  |  |
| E | 0.65* | 0.71* | 0.78 | 0.70* |  |  |  |  |  |
| O | 0.71* | 0.80 | 0.63* | 0.65* | 0.70* |  |  |  |  |
| G | 0.71* | 0.81 | 0.66* | 0.67* | 0.71* | 0.84 |  |  |  |
| I | 0.73* | 0.82 | 0.63* | 0.66* | 0.68* | 0.79 | 0.80 |  |  |
| M | 0.68* | 0.77 | 0.61* | 0.62* | 0.66* | 0.73* | 0.76 | 0.79 |  |
| N | 0.62* | 0.69* | 0.58* | 0.61* | 0.62* | 0.71* | 0.70* | 0.67* | 0.65* |
| Note. | Average alignment $=0.69^{*}$. Table adapted from Porter (2002, p.7), Eighth-Grade Mathematics from the State Collaborative on Assessment and Student Standards (SCASS) Study. |  |  |  |  |  |  |  |  |
| * | Alignment is significantly different from respective mean at the .05 level using a twotailed test, assuming a $5 \times 6$ coding rubric (i.e., 30 cells) and 30 standards points. |  |  |  |  |  |  |  |  |

## DISCUSSION

Previous research has explored alignment among standards documents, assessments, and instruction using Porter's (2002) index. However, there existed no objective criteria for evaluating the strength of alignment. This was due in part to the categorical nature underlying the measure of alignment, as well as the dependence of alignment indices on the dimensions of the coding rubric used. The purpose of the present article was to fill this void in the literature by identifying mean and critical values for the alignment index, and to reexamine observed alignment values from previous research using these criteria. The results provide researchers and policymakers the first opportunity to compare if observed alignment indices differ significantly from what could occur by chance.

In so doing, the present report demonstrates how researchers can determine whether observed alignments are "high" or "low." As was shown with the comparison of alignments among Chinese and New York State
physics (Liu et al., 2008), some observed alignments were clearly lower than the mean at the .05 level, whereas others were significantly above the mean. Additionally, Liu and Fulmer (2008) showed that alignment between a test and the relevant curriculum may change with different testing instances, with some test forms being better aligned than others. By determining alignment for a particular test, the critical values allow researchers and policymakers to move beyond the qualitative recognition that alignments differ across jurisdictions or over time. Rather, policymakers and school administrators can consider whether those differences are meaningful in the context of meeting goals for satisfactory degree of alignment with learning goals.

In addition, the reexamination of prior studies reinforces earlier findings that alignment of instruction across jurisdictions was much stronger than alignment of instruction with standards or tests (Porter, 2002; Porter, Smithson, Blank, \& Zeidner, 2007). While previous study had identified that the alignments differed, this study's critical values indicate that the instruction-instruction alignment was statistically significantly higher. This lends further weight to studies on why teachers’ instruction aligns better across regions, compared to the alignment of the teachers' instruction with the standards or tests of their own region. This may suggest that region or local educational policies and teacher education and professional development programs have relatively lower influence on instructional practices than culturally ubiquitous images of classroom instruction held by teachers (e.g., Calderhead \& Robson, 2010). Further research on this is warranted.

It is important to note that the present article has focused on determining critical values for assessing strength of alignment between two documents. In previous work, the tables of interest have often been content standards and standardized tests. But Porter's alignment index measures the agreement between two documents without regard to the adequacy of either source. While it is tempting to argue that higher alignment is always superior, that decision must also be informed by critical evaluation of the qualities of both documents. If researchers and policymakers determine that a set of standards does not adequately represent desired student learning outcomes or teacher instructional practices whether in content, cognitive demand, or other areas of interest to shareholders then it is possible that low alignment would be acceptable or even preferable. Demands for greater alignment are only of value if at least one of the items being compared is considered a valid point for reference.

Another issue that this study uncovers is a need for conventions for reporting alignment indices and their calculation, As the present study has shown, the average alignment index that may occur by chance is dependent on the size of the frequency tables being compared and the number of test items or standards statements involved in the comparison. Therefore, any effort to gauge the strength of alignment is affected by the scoring rubric that is used to code the test items or other document. Some of the prior research
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reviewed for this study did not report the alignment coding systems used, or described only the coding scheme used for one content area (such as reading) but left out the coding system used for other subject areas. In such instances, it would not be possible for readers to judge the strength of alignment reported. Future studies in alignment should provide sufficient information about the alignment coding process they adopt. At a minimum, the dimensions of the tables compared should be reported. It would be every more beneficially the field for researchers to present both the categories used and frequency tables of the coding.

Despite its contributions to the literature on alignment, this study is not without limitations. Readers will note that the critical values have normal distributions with relatively small ranges. The normality of the distribution is an expected outcome under the Central Limit Theorem, but the narrow range is not. The narrow range may be an artifact of the restricted range of the Porter alignment index, which has boundary values of 0 and 1 . Recall that the normal distribution with mean of 0 and standard deviation of 1 has no minimum or maximum value; its tails are asymptotic to zero height, but stretch to positive and negative infinity along the number line. Because the distribution of the alignment indices is limited to such a narrow section of the number line, the shape of the curve may also be narrower around the mean value than might be expected if the boundaries of the range were further apart.

Another explanation for the limited range is that the simulated values were not sufficiently random. This could lead to tight clustering of values. While the random number generator (RNG) in R has been deemed superior to other common software packages (McCullough, 2008), further effort in this area is worthwhile to replicate these findings. Future research could employ a RNG in another software package or the application of a nonmachine RNG, such as that produced from atmospheric noise. Another valuable addition to the literature would be to explore closed-form solutions for the distribution of Porter alignment indices, which would eliminate the need for tables of critical values.

Most importantly, the present study is but a first step in understanding and comparing indices of alignments. Future research should expand on the present work to explore critical values in differences between observed alignments. That is, the present study identified the distributions of alignment indices under a variety of conditions, but did not examine whether differences between observed alignments were statistically significant. This is an open area for study that will help researchers and policymakers understand whether marginal changes in alignment across jurisdictions or years are significant. The present study lays a foundation for that future work.
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Appendix 1: The Procedure for Calculating Alignment between a Pair of Tables
Frequency Tables

| Table A | Table B |  |  |
| :--- | :--- | :--- | :--- |
| 5 | 5 | 6 | 4 |
| 3 | 7 | 5 | 5 |
|  |  |  |  |
| Ratio Tables |  |  |  |
| Table $\alpha$ | Table $b$ |  |  |
| 0.25 | 0.25 | 0.3 | 0.2 |
| 0.15 | 0.35 | 0.25 | 0.25 |

Absolute Discrepancies

| 0.05 |  | 0.05 |
| :--- | :--- | :--- |
| 0.1 | 0.1 |  |
| Alignment |  |  |
| $1-\frac{\sum_{k=1}^{K} \sum_{j=1}^{J} \\| a_{j k}-b_{j k} \quad \llbracket}{2}$ |  |  |
| 0.85 |  |  |

