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ABSTRACT 

In this study, empirical prior Dirichlet allocation (epLDA) model that uses latent semantic 

indexing framework to derive the priors required for topics computation from data is presented. 

The parameters of the priors so obtained are related to the parameters of the conventional LDA 

model using exponential function. The model was implemented and tested with benchmarked 

data and it achieves a prediction accuracy of 92.15%. It was observed that the epLDA model 

consistently outperforms the conventional LDA model on different datasets with an average 

percentage accuracy of 6.33%; this clearly demonstrates the advantage of using side information 

obtained from data for the computation of the mixture components.  

 

Keywords: latent Dirichlet allocation; semantic indexing; empirical prior; hidden structures; Prediction 

accuracy. 

 

1. INTRODUCTION 

In modelling a collection of texts for information 

access tasks, the components of the textual 

collection called documents [1] can be represented 

as term vectors. This is described as a vector space 

model [2]. The vector space model (VSM) is a 

mathematical structure that organises the textual 

collection into a term-by-document which represents 

terms and corresponding counts for each document 

using matrix and vector notations. The vector space 

model is a mere observation of the terms; it does not 

reveal the latent structure or patterns that are 

present in the text collection [3]. One of the 

innovative and interesting approach for revealing the 

latent structure or patterns in a collection of textual 

items is a method called latent semantic indexing [4]. 

Latent semantic indexing (LSI) is an indexing 

procedure that addresses the deficiencies of the 

vector space model by using algebraically derived 

indices called single value decomposition to factor 

out the latent structure in a collection of textual 

documents. It has been shown that the algebraically 

derived vectors are more robust indicators of 

meaning than individual terms [5]. LSI approach has 

been successfully applied in document retrieval, text 

segmentation and text classification [6, 7]. However, 

its capabilities are limited when dealing with thematic 

content [8]. Though, LSI can well handle 

synonymous words but weak when handling 

polysemy [8 – 11]. Polysemous words are words that 

have multiple senses. LSI is thus effective when 

finding meaningful association among documents but 

does not provide an extension to deriving topics from 

the corresponding associative values. This is because 

the notion of topic is based on statistical properties of 

the corpus; however, LSI lacks the satisfactory and 

complete statistical foundation for topic derivation 

[12]. LSI model is therefore not strong enough to 

capture the intuition of topics in a document 

collection. 

Probabilistic latent semantic analysis [8] is a 

probabilistic recast of LSI developed to address the 

weakness of LSI. Probabilistic latent semantic 

indexing (PLSI) suggests a probabilistic approach 

that captures the notion of topics in a collection of 

documents, as it is capable of handling both 

synonymous and polysemous terms [8, 13]. PLSI 

however has the limitation that the accuracy of its 
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results at the different run of the model varies. It has 

a local maximum due to the random initialisation of 

the underlying parameters [13, 11].  Also, PLSI 

model has no natural way of assigning probability to 

previously unseen documents [14]; this is because, it 

lacks ability to incorporate prior probability on the 

distribution over latent topics and distribution over 

words. 

Latent Dirichlet allocation [13] is an extension of PLSI 

which, instead of randomly initialising model 

parameters, allocates fixed prior probabilities to the 

parameters. By considering a prior probability on 

these distributions, Latent Dirichlet allocation (LDA) 

model addresses the issue of the local maximum and 

defines a complete generative model. LDA is thus a 

probabilistic topic modelling algorithm that is capable 

of discovering hidden structures corresponding to 

themes and topics in a collection of textual data. In 

its original form, LDA has proven useful for modelling 

the latent structures and generating knowledge from 

corpora, which in many cases, were not possible with 

the previous text modelling approaches [15]. It has 

been applied to many types of problems including 

modelling scientific digital library [16], analysis of 

news articles [17], study of history of scientific ideas 

[18]. 

Though, LDA models have been widely used to 

identify hidden structures in data, the model suffers 

from the restriction that the value of its controlling 

parameters, namely, the prior beliefs for the 

computation of the hidden structures are not learnt 

or derived from data [1, 19]. Rather, fixed uniform 

priors are adopted and used irrespective of the 

nature and domain of application. There is no 

guarantee that the given priors are consistent with 

that of the underlying data. Learning the priors from 

data can improve model quality and greatly improve 

the quality of the inferred topics. In this paper, rather 

than using fixed uniform priors typical of the 

conventional LDA in its various modifications and 

extensions, we empirically construct the priors from 

data using latent semantic indexing algorithm. To 

validate the proposed model, namely, empirical prior 

latent Dirichlet allocation (epLDA), we perform 

empirical study over a benchmark data.  

 

2. RELATED WORKS 

Latent Dirichlet allocation model explains the 

similarity of data by grouping features of these data 

into unobserved sets. Numerous flavours and 

reconfigurations have been developed around LDA. 

Modifications, extensions and improvements to the 

model are being developed and released at a rapid 

pace [1]. In order to maximise the likelihoods and 

ensure that knowledge from data is utilised in 

determining the optimal distribution of data, Blei and 

McAuliffe [20] introduced the supervised LDA (sLDA). 

In the sLDA, each document in a corpus is 

additionally associated with a value or word to 

indicate the group the document may be distributed. 

The algorithm takes into account the label on the 

constituent documents while maximising likelihoods. 

The label or the input value is to serve as the priors 

for the distribution parameters. This improvement is 

however not consistent with the original objective of 

the LDA model which is to generatively determine the 

best distribution of a text document. According to 

[21], annotating the features for a model that is 

supposed to identify unknown feature beforehand is 

hard to justify. 

To allow the LDA model to handle multiple corpora 

during learning, Shen et al  [22] developed collective 

latent Dirichlet allocation (C-LDA) which facilitates 

transfer of knowledge from one corpus to another. In 

order to facilitate efficient grouping of the features of 

related documents (data), Cheng and Blei [23] 

introduced a variant of LDA called relational topic 

model (RTM). RTM models documents and the link 

between them. Thus given a new document, RTM 

could be used to point the features that best describe 

the new document. However, the priors for the 

determination of the features are still prefixed, thus 

the quality of the inferred topics affects the 

effectiveness of the linking structure. 

In order to improve the quality of the inferred topics 

by generating priors rather than allocating them, 

Wallach et al [24] introduced asymmetric-symmetric 

method. In the asymmetric- symmetric method, the 

commonly prefix prior over document-topic 

distribution, described as α, was obtained 

heuristically by varying the number of topics in the 

corpus until an optimal number of topics for that 

corpus is obtained. The topic number so obtained is 

later used to compute the prior while the commonly 

used prior over word proportion denoted by β is left 

intact. It, however, takes considerable 

experimentation to obtain an optimal number of 

topics and the experiment would have to be repeated 

every time a new corpus is to be analysed. A parallel 

alternative topic modelling algorithm to LDA is the 

non-negative matrix factorisation methods [25]. Non-

negative matrix factorisation (NMF) methods are 
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however the same both in theory and results with 

PLSI in that they produce unstable results [25, 26]. 

Bayesian hierarchical kernelised probabilistic matrix 

factorisation algorithm [27] is a flavour of NMF that, 

instead of randomly generating the priors, attempts 

to incorporate row and column covariance structures 

as priors. Hierarchical algorithms are usually applied 

to spatial data where shape and density is often 

geometrically clear [28]. They become inept when 

dealing with documents since documents reside in 

very high dimensional space in which similarity is 

calculated using correlation instead of Euclidean 

distance. Thus, the hierarchical method works best 

as a matrix completion algorithm, and has no 

capacity to assign probability distribution to a test 

document. 

 

3. OVERVIEW OF LATENT DIRICHLET 

ALLOCATION 

Given a collection of textual data, the underlying 

semantic structures that provide a complete 

description of the domain knowledge can be identified 

using latent Dirichlet allocation [13]. LDA is a class of 

topic modelling algorithms [8, 15] which describe a 

process that reveals the meaningful latent features 

corresponding to the themes or topics that are most 

prominent across a given corpus. The modelling 

process of LDA can be described as finding a mixture 

of topics zi, i = 1,…k, for each document d. This 

mixture of topics is denoted by probability distribution 

P(zi|d) with each topic described by words, wi which 

can be expressed as another probability distribution 

given by P(wi|z). Thus the set of words wi  that 

constitute each topic k is generated by first sampling 

a topic from the topic mixture P(zi=k|d) and then 

choosing a word from the probability distribution (of 

word over topic), P(wi|zi=k). This process can be 

expressed [29] as:  

 (  )  ∑ (  |    ) (    | )

 

   

                      ( ) 

where P(wi) is the probability of the ith word in a 

given document d and zi is the hidden 

topic;  (  |    ) is the probability of wi within topic k, 

and  (    | ) is the probability of picking a word from 

topic k in the document as stated earlier. The terms 

P(wi|zi=k)  and P(zi=k|d) in equation (1) indicate which 

words are important for which topic and which topics 

are important for a particular document respectively. 

Thus, the main objectives of LDA is to find the word 

distribution P(wi|zi=k) for each topic k and topic 

distribution  (    | ) for each document d. 

Computing these distributions required that the prior 

distributions of the observed variables (words and 

documents) with the hidden variables   be known. 

Some methods initialise these parameters arbitrarily 

where the resulting model always reach local 

maximum [30]. LDA model however estimates these 

distributions using fixed priors, α and β. For 

notational convenience, let    =  (    | ) and     = 

 (  |    ). The generative process of LDA is 

illustrated in Figure 1 (a). 

 
(a)         (b) 

Figure 1 – Graphical representation of (a) LDA and (b) epLDA. 
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where      and     are as defined above. α and β are 

the respective priors for      and    . The inner plate 

Nd is the number of words for each document and the 

outer plate D is the total number of documents 

involved in the model. 

Using Gibbs sampling procedure, the joint distribution 

of      and     can be used to compute the probability 

of assigning each word wi in the text collection to 

each topic zi = k conditioned on prior topic 

assignments given by    as follows [19, 14]: 

 (    |      )  ( 
 |  )(  |  )               ( ) 

Griffiths and Steyvers [31] showed that the estimation 

of each of the distributions      and     are obtained 

as follows: 

    
  
   

∑ (  
   ) 

 

                                ( ) 

    
  
   

∑ (  
   ) 

 

                            ( ) 

Thus equation (2) becomes: 

 (    |      )  
  
   

∑ (  
   ) 

 

 
  
   

∑ (  
   ) 

 

        ( ) 

where,    
  corresponds to likelihood of the association 

of document d  to topic z, and   is the prior. 

Similarly,   
  corresponds to the likelihood of the 

association of word w to topic z, and   is the prior. 

The values of   and    often pre-fixed, cannot be 

generalised since they are not derived from the data 

[19, 1]. There is no guarantee that the given priors 

are consistent with the underlying data. It has been 

observed that inappropriate usage of priors through 

definitive allocation has resulted in some well 

developed models failing to produce reasonable 

predictions in real applications [27]. There is therefore 

a need for a technique that would seamlessly obtain 

the priors from the data so that the resulting model 

can be usable across different application domains. 

The thrust of this paper therefore is to adjust the 

original LDA such that the priors are obtained from 

sample data rather than by mere allocation. We 

nickname this model empirical prior LDA (epLDA) and 

the graphical representation of the model is shown in 

Figure 1(b). 

 

3.1 Empirical Prior Latent Dirichlet Allocation 

An important property of the priors is that they are of 

the same exponential family with their respective 

multinomial distributions [19]. That is, the priors α 

and β are of the form P(z|d) and P(w|z) respectively. 

Thus any model that is capable of generating P(z|d) 

and P(w|z) from a sample text data will be a good 

candidate for deriving the priors from data. Latent 

Semantic Indexing (LSI) model [4], using singular 

value decomposition (SVD), an algebraic method, has 

been reported of capable of generating the algebraic 

equivalence of these parameters [8] as U and V 

respectively; where U and V are matrices define by: U 

= (d x z ) and V = (w x z ). Matrices U and V 

attempts to associate documents di and word wi 

respectively to the underlying themes zi in each of the 

decomposed matrices. As stated earlier, LSI cannot be 

used to obtain topics directly [12]; It can however be 

used to obtain a rough associate of words and 

documents in a textual collection to the underlying 

themes. This property of LSI is therefore exploited to 

obtain the priors from data. The transpose Ut of 

matrix U is obtained to reflect the needed z x d 

matrix. Note that, the elements of LSI matrices U and 

V are numeric and are not probability values 

therefore, they are not directly interpretable to P(z|d) 

and P(w|z). However, under certain assumptions, 

probability model can be defined for the LSI factors U 

and V. 

The probability interpretation is defined using the 

hypothesis that a person writing a document has 

certain themes in mind. Consequently, documents are 

not arranged haphazardly but according to certain 

underlying themes (latent structures). Thus, the 

distributions of documents in a corpus do not occur 

randomly but according to these latent structures 

[32]. Specifically, assuming a document di is 

characterised by a hidden structure c, the distribution 

of the document (observed variables) can be related 

to its hidden structure by the following [33] 

exponential functions: 

 (   | )   
 (    )

 

 ( )
                                       ( ) 

For documents with k characteristics hidden 

structures, c1…ck, the probability interpretation of the 

elements of the underlying structures c1…ck in a 

corpus D = [d1, …,dn] can be generalised as:  

 ( |     )  
 (     )

    (     )
 

 (     )
                       ( ) 

where,       are the elements of the association of 

the documents to the hidden themes and  (     )  

is the normalisation factor to ensure that each row 

adds up to 1. 

Now using LSI to obtain the hidden structures where 

the elements of the matrix U = d x z that associates 

documents di to its respective hidden structures is 

given by u1 … uk, the probability interpretation of the 
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latent structures is defined according to the following 

distribution: 

 ( |     )  
 (     )

    (     )
 

 (     )
                            ( ) 

Thus the probability interpretation of each elements 

of the LSI matrix U that associates document di to its 

hidden structure zi is obtained by: 

 (  |  )   
 (      )

 

 (  )
                                        ( ) 

where uj = [ui,j], j = 1,…,k are the elements of row uj 

and each z(uj) is an integral in the row space to 

normalise the respective row. The integral changes to 

a sum ∑  (      )
  

    for discrete variables such as 

documents. 

This brings equation (9) to: 

 (  |  )   
 (      )

 

∑  (      )
 

 
   

                         (  ) 

Equation (10) relates each element of matrix U of LSI 

model to its probability equivalence. Thus instead of 

assuming that all documents have the same chance of 

being allocated to a topic zj, the respective likelihood 

are obtained from data using the LSI framework. The 

prior association of    
  

 which used to be   as we 

have in equation (3) has now become  (  |  ) which 

is obtained from data as expressed in equation (10).  

Similarly, the discussion holds for V in which the 

probability that term w is associated to a topic zis 

represented by V as follows: 

    (  |     )     
 (     )

    (     )
 

 (      )
                    (  ) 

where Z(      ) is  normalisation factor with each 

z(v) = ∑  (      )
  

    thus, the probability 

interpretation of each vi,j is given by: 

    (  |  )    
 (      )

 

∑  (      )
  

   

                       (  ) 

Instead of assuming that all terms have the same 

chance of being associated to the hidden topic z, 

rather, the probability depends on the prior 

associations. The prior association of the likelihood 

   
    is given by  (  |  ). Bringing these non-uniform 

priors to replace the fixed assumptions of α and β in 

expression (5) gives expression (13) as shown at the 

bottom of this page. 

This can be expanded by substituting P(wi|zj) and 

P(di|zj) as we have in equations (10) and (12) to yield 

the following expression (14) also at the bottom of 

the page. 

Expression (14) embeds LSI factorization for the 

purpose of capturing the prior distributions from data 

instead of using fixed uniform priors for these 

important parameters. This constitutes the empirical 

prior latent Dirichlet allocation (epLDA) model. The 

model can be used across different application 

domains because the priors are not fixed but are 

evaluated from the data. We state the procedure for 

obtaining the set of topics in the empirical prior Latent 

Dirichlet Allocation Model. This is a prelude to 

classifying the original documents and thereafter 

using the results for prediction task. As a module, 

epLDA can be embedded in a more complex model for 

classification and prediction tasks. The overall 

procedure for the empirical prior Dirichlet allocation is 

given as follows: 

Input: Collection of textual documents 

Output: Term-by-document matrix X = t x d, LSI 

matrices U = z x d and V = w x z, probability 

interpretation of U and V given by p(z|d) and p(w|z), 

set of topics obtained from corpus by p(   

 |       ).  

Process: 

Step 1: Remove stop words to form the vocabulary 

list. 

Step 2: Generate term-document matrix from the 

vocabulary list, normalise to obtain matrix X. 
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Step 3: Decompose the term-document matrix into three (3) orthogonal matrices UT, ∑, V using SVD algorithm 

available in matrix toolkit: 

 
Step 4: Obtain the probability equivalence of the LSI 

factors   and   obtained in step3 using equations 

(10) and (12) to obtain the parameters, = P(d|z) and 

   P(w|z) 

where: d = {  }i = 1,…,k and w = {  }i = 1,…,k 

Step 5: Use the modified expression (14) to generate 

the relevant data (topics) in a collection of textual 

documents. 

Step 6: end. 

 

4. EXPERIMENTAL RESULTS 

In this section, we evaluate the performance of the 

proposed epLDA model on a benchmarked data. In 

particular, the performance of the proposed model is 

evaluated on the real roll call data of the United 

States Congress to perform legislative prediction. The 

roll call data was chosen for the evaluation because 

the same data have been used in previous studies. 

 

4.1 Data set 

Roll call data, otherwise called legislative history, 

containing voting results yea or nay, and content of 

the legislative bills are available in Govtrack [34], an 

independent website which provides comprehensive 

information to the public. The real roll call data for 

six (6) years spanning three (3) congregational 

sessions containing bills from 109th through 111th 

congregational session was used in this 

implementation. 

Gerrish and Blei [35] used real data from 106th to 

111th congregational sessions, but focused their 

analyses only on the 111th session; while, Yang and 

Wang [27] used data from 111th congregational 

session only. We therefore implemented the 

proposed model on real roll call data for 111th 

congregational session so as to compare our results 

with [35, 36, 27] that used sLAD, term-document 

frequency, and Bayesian Hierarchical Kernelised 

Probabilistic Matrix Factorisation (BH-KPMF) models 

respectively to model the text bills on the same data 

set for a predictive task. We later extended our set of 

data backward to include roll call data for 110th and 

109th congregational sessions.  

 

4.2 Experimental Settings  

The real roll call data for each of 111th, 110th and 

109th congregational sessions were randomly 

partitioned into two sets of training and test in the 

ratio of 80% to 20% respectively. Ten (10) random 

samples of training and test sets are obtain from each 

dataset. The training set was used to learn the model, 

while the test set is treated as previously unseen data 

(new bills whose votes is to be predicted). Following 

[27, 35, 36] that used votes from 80 active legislators 

over 120 bills from the 111th congregational session, 

120 bills from each congregational session were used. 

The proposed epLDA was then used to model the 

training set into the underlying topics, which provide 

insight into what drives the voting pattern. It was 

observed from the simulation results that topics 

converge (i.e., no new topics were formed after the 

number of topics exceeded 20. This study therefore 

sets the number of topics for each dataset to 20. This 

is consistent with the settings in previous works [35].  

For comparison study, the proposed epLDA was 

compared with sLDA [35], RWHG [37], Influence 

Network [38], and BH-KPMF [27], all of which used 

the same datasets for prediction. Since topic models 

require the number of topics to be set before learning 

begins, different values of topic numbers were tested. 

From the simulation results it was observed that no 

more topics were formed after the number of topics 

exceeded 20. We therefore heuristically set the 

numbers of topics for each congregational session to 

20. This is consistent with the setting in sLDA, a topic 

modelling technique. 

 

 



EMPIRICAL PRIOR LATENT DIRICHLET ALLOCATION MODEL  M. A. Adegoke, J. O. A. Ayeni and P. A. Adewole 

 

Nigerian Journal of Technology  Vol. 38, No.1, January, 2019          229 

4.3 Results 

Recall that the goal of topic modelling algorithms is to 

discover the latent topics that are embedded in a 

textual collection; and a common way to display these 

topics is to index the highest probability words for 

each topic [1, 15], where a topic is described by 

vector of words that best describes a theme. Figure 2 

shows the results for the 20 topics in the text bills of 

the 111th congregational session.  
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Figure 2: Topics of the Bills for the 111th 

Congregational Session 

 

Each set of the derived vectors serves as a 

topic/category to which a test bill could be classified. 

These topics describe the underlying patterns in the 

textual collection (legislative bills) to which the texts 

could be classified. A text bill is classified to a topic if 

they (the topic and the bill) conform to the same 

parametric distribution [28]. Both the training bills 

and test bills are therefore classified into topics. Once 

the bills are grouped this way, the chance or 

probability of legislator xi voting yea for a new bill is 

based on the votes of previous bills to which the new 

bill is classified. This is based on the beliefs of the 

United States Congress that voting pattern is 

determined by the information embedded in the bill 

rather than by party affiliation [37]. Therefore, bills 

with similar information tend to receive similar votes 

from the same set of legislators. Thus, votes for each 

bill are predicted by votes of the category to which it 

is classified. That is, votes on an unlegislated bill are 

estimated based on the prior votes for similar bills 

from the same legislator. Specifically, the votes of 

each legislator x on a new bill y(k+1) is estimated yea 

or nay by the following probability function [37, 35]: 

 (       | (   ))          
 (  )
   

 (  )
   
  (  )

             

                                                 (  ) 

Where, P(Xi =yea|Y(k+1)) ={
       

 (  )
   

 (  )
   

  (  )
   

              

     

Thus, the ability to effectively group the bills correctly 

is an important factor in determining the voting 

pattern on a new bill [35, 37]. 

The performance evaluation of topic models is 

usually measured using prediction accuracy metrics 

[19] given by the proportion of votes correctly 

predicted over the total number of votes. That is, 

%Prediction accuracy = 

 
                               

                 
                              (  ) 

Table 1 shows the average percentage accuracy for 

each of the congregational sessions using the 

proposed epLDA and the conventional LDA models. 

While Table 2 compares the average percentage 

prediction accuracies of the epLDA with other similar 

models in literature on the same dataset. The 

comparison is graphically display in Figure 3. 

 

 

 

Table 1 – Average % Prediction Accuracy for each of the Congregational Sessions Using epLDA and LDA Based 

Classifiers 

Model Performance 
Metric/congregational sessions 

111th 

Congregational 

Session 

110th 

Congregational 

Session 

109th 

Congregational 

Session 

epLDA 92.12 92.48 91.73 

LDA 85.1 81.25 91.0 
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Table 2 – Comparison with the results of other models on 111th congregational dataset. 

Model Description % Accuracy % Error rate 

sLDA by (Gerrish and Blei,2011) 87.0% 13.0% 

RWHG by (Wang et al., 2011) 90.36% 9.6% 

Sampling Approach Influence Network ( Hanneke, 

2010)  
81.3% 18.75% 

BH-KPMF (Yang & Wang, 2014) 90.14% 9.86% 

LDA model Based 85.1% 14.9% 

epLDA model Based 92.15% 7.5% 

 

 
Figure 3 - Comparing Results with Related Models 

 

From the results in Table 1 it is easy to see that the 

prediction accuracy is consistent across the different 

dataset for the epLDA model. That is, irrespective of 

the set of documents, the % accuracy is consistent 

for the epLDA model based classifier. On the other 

hand, there is a remarkable difference in the average 

% prediction accuracies for the three different 

dataset using LDA model based classifier. This clearly 

demonstrates the advantage of incorporating side 

information derived from data for the modelling of 

the text data for prediction task instead of just 

assuming fixed uniform prior information, which may 

not be consistent with the underlying data across the 

different datasets. Thus, the proposed epLDA 

leverages the side information obtained from data for 

the predictive ability, resulting in significant 

performance gain. 

 

4.4 CONCLUSION 

In this work, an extension to LDA model namely, 

empirical prior latent dirichlet allocation (epLDA) 

model was formulated, implemented and tested with 

real data. The proposed topic model has the capacity 

to obtain prior knowledge needed for the 

computation of the hidden structures of a collection 

of data items from the data itself. The key idea of 

themodel is the incorporation of some flexibility to 

the original LDA model with the aim of enhancing its 

generalisation and performance. Rather than pre-

allocating fixed prior values for the computation of 

the hidden structures in a collection of discrete data 

irrespective of the domain of application, the 

proposed epLDA obtains this prior knowledge from 

the data to be processed. This enables the model to 

be usable across different application domains since 

the model is able to dynamically pick the prior 
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information from the data. Experimental results on 

real datasets demonstrate the effectiveness of the 

proposed model. Compared with sLDA and BH-KPMF 

and other pattern recognition models as seen in 

Figure 3, epLDA produces superior performance. As 

future work, we wish to demonstrate the practical 

application of the empirical prior LDA (epLDA) in the 

domain of software requirements analysis. 
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