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Abstract  

Many scientific fields, such as engineering, data analytics, and deep learning, focus on optimization. Optimization 

problems are classified into two types based on the number of optimized objective functions: single objective and 

multi objective optimization problems. In this paper, a comparative review since 2000 using one of the 

deterministic and stochastic modelling approaches called goal programming (GP) and genetic algorithm (GA) 

in multi-objective optimization problem is discussed. This study gives a prime review of the application of GP 

and GA in various criteria of project portfolio selection problem. GP is a method for solving large-scale multi-

objective optimization problems to assist decision makers in finding solutions that satisfy several competing 

goals.  GA on the other hand are global meta-heuristic search algorithms that are used to provide approximation 

or optimal solutions to large-scale optimization problems. Of the 23 articles considered in this review showed 

that, from more than 100 projects, GA proved near optimal, feasible solution and efficient frontier in projects 

ranking, projects interaction and a preferred decision support tool of project portfolio selection. In addition, the 

two models select projects on risk-based approach, but GA proved to be more effective in terms of number of 

projects proposed, central processing unit (CPU) time and accuracy. The review concludes that, in multi-

objective optimization model for project portfolio selection problems on a large-scale, very large or complex 

problems and less CPU time, GA is more effective than GP in multi-objective optimization problems. The review 

also showed gaps in previous studies of GP and GA application on project portfolio selection problem (PPSP). 

This review will aid scholars and demanding practitioners in gaining a broader understanding of goal 

programming and genetic algorithms in the context of project portfolio selection problems. 
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1.0  INTRODUCTION 

A project is a one of a kind undertaking circumscribed 

by schedules, budgets, and resources [1]. Virtually 

every project has three essential features in the 

traditional approach: budget, schedule, and 

performance criteria. Interested readers can refer to [2] 

on more details of the features. A portfolio is also a 

collection of projects or programs (whether or not they 

are interdependent) and other work that are grouped to 

facilitate the effective management of the grouped 

work to meet the strategic business objectives. As a 

result, project portfolio selection can be characterized 

as a dynamic decision-making process for analysing, 

choosing, and prioritizing a project or a set of projects 

for implementation given restricted resources and the 

existing organisational strategies[3]. Project selection 

is a complicated decision-making process that is 

influenced by a wide range of objectives, many of 

which are at variance with one another. The vast 

number of projects from which a subset (portfolio) 

must be chosen illustrates the difficulty of the project 

selection problem [4]. Every organization's project 

selection process is critical because selecting the 

appropriate projects helps the organization achieve its 

objectives. Because projects in general necessitate 

finite financial and resource investment, it is critical 

that the projects selected by an organization produce a 

high return on the resources and capital committed [5]. 

The goal of project portfolio selection (PPS) is to 

choose the best set of projects to achieve the given 

goals or needs while staying within the set of 

constraints (e.g., resource, time, risk) [6]. 
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PPS is an iterative process in which managers choose 

projects from a pool of proposals and ongoing projects 

to achieve the company's objectives. This approach is 

necessary for the company to maintain its competitive 

edge by allowing it to concentrate on the most 

important and strategic projects [7]. Project selection 

approaches are necessary because they assist 

organizations in selecting the most appropriate 

projects in order to be successful and efficient in their 

resource allocation. They also give the organization 

with a list of prioritized projects, which increases the 

likelihood of success because such techniques include 

the company's strategic goals as well as the interests 

of stakeholders [8]. One of the most important aspects 

of managerial decision making is project selection. 

The decision maker has a wide selection of criteria to 

choose from when evaluating projects, many of which 

are intangible or contradictory [9]. Project selection is 

the first and most important step in project portfolio 

management. Multiple criteria are frequently used in 

project selection, and it is critical to employ multiple 

criteria decision making (MCDM) model to discover 

a suitable assessment. There have been numerous 

attempts in recent years to use MCDM approaches for 

project selection [10]. 

 

Optimization is the process of achieving the best 

possible result under given conditions. This can be 

expressed as the process of determining the conditions 

that yield a function's maximum or minimum value 

[11]. An objective function (often referred to as 

fitness, cost, etc.) is used to evaluate the merit of each 

solution. There are two types of optimization 

problems based on the number of optimized objective 

functions. These are single-objective optimization 

problems and multi-objective optimization problems. 

 

The problem is single objective when only one 

objective function is used, and the solutions can be 

compared using relational operators. When 

optimizing multiple objective functions, however, the 

result cannot be compared using relational operators. 

In multi-objective optimization problems (MOPs), 

two or more objective functions must be approximated 

at the same time [12]; in some instances, just one 

objective/criterion is examined, resulting in a single 

optimal solution. This optimal solution achieves the 

best results based on the specified objective while also 

satisfying all the problem's constraints/limitations. As 

a result, instead of a single best solution, multi-

objective problems have numerous, usually infinitely 

many, Pareto optimum (or non-dominated) solutions 

with variable trade-offs across objectives [13]. 

Because there are so many possibilities, it's crucial to 

select one out of the collection. The informed expert 

or decision-maker (DM) makes the decision based on 

their preferences. As a result, there are two crucial 

components to multi-objective optimisation problems: 

(a) determining the Pareto optimal solutions 

(optimisation part), and (b) identifying the most 

favoured solution (decision-making part) [13]. 

 

The best solution or optimal value can be discovered 

through the optimization process. The optimization 

problems include maximum or minimum value or 

using one objective or multi-objective. Multi-

objective optimization (MOO) refers to problems that 

have more than one goal. This type of challenge can 

be encountered in a variety of fields, including 

mathematics, engineering, science, deep learning, data 

analytics, social studies, economics, agriculture, 

aviation, and automotive. These areas are rapidly 

expanding, and their concepts are used for a variety of 

objectives, including as extracting insights from large 

sets of data or constructing precise prediction models. 

An efficient implementation in a suitable 

programming language is critical whenever an 

algorithm must manage large amounts of data 

[14][15]. 

 

This paper presents a study between goal 

programming and genetic algorithm models used to 

solve multi-objective optimization in project portfolio 

selection problem (PPSP) for the purpose of review 

and comparison. The review focuses on number of 

projects proposed, accuracy of the models and criteria 

for project selection. The following section detail’s 

goal programming in its application to multi-objective 

optimization with its gaps and section 3 on genetic 

algorithm application. Section 4 compares the two 

methods and section 5 concludes. 

 

2.0  GOAL PROGRAMMING MODEL FOR 

MULTI-OBJECTIVE OPTIMIZATION IN PPSP 

AND ITS GAPS 

Goal programming is a well- known technique for 

solving specific types of multi-objective optimization 

problems [11]. Goal programming is the most 

powerful multi-objective decision-making method 

that has been used to handle a variety of decision-

making problems [16]. It is a technique with the 

purpose of being able to solve multi-objective 

decision situations. The approach enables the decision 

maker to specify  the level of multi-choice desire for 

each objective that can be avoided, ensuring that no  

one undervalues the decision [16]. For problems with 

conflicting objective functions, goal-programming is 

more beneficial. The goal of goal-programming is to 

minimize deviations from the specified targets to a 

minimum [17]. 
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Goal programming method has been used to solve 

multi-objective optimization in project portfolio 

selection problems. Kim and Emery [18] presented a 

paper which dealt with a project for aircraft control for 

specific engine component but their model is 

applicable to all companies that have multiple projects 

to select from, with limited resources. A goal 

programming model was established to identify which 

programs to pursue over a four-year period in order to 

optimize profit, as well as machine procurement plans 

and projected man-power requirements. The model 

reflected the situation in the short term and with a 

small number of programs, but it also showed a lot of 

capacity for growth to handle 12-15 programs over a 

longer period of time. The study had limitations in 

number of decision variables that GP software could 

handle, hence, management decided to setup the 

planning horizon up to four years. 

 

According to Badri et al.,[19], healthcare management 

are always confronted with  the problem of allocating 

money among competing projects. A goal 

programming model was formulated to overcome the 

challenges of providing an integrated framework for 

selecting projects that are aligned with the 

organization's goals. An evaluation analysis technique 

could be used to determine the preference scores of 

decision-makers and users in the study. 

 

A zero-one linear goal-programming approach was 

introduced by Rabbani et al.,[20]  for the selection and 

scheduling of research and development (R & D) 

project portfolios.  The proposed model focused on the 

most significant aspects to consider while choosing a 

project portfolio. It provided decision-makers with a 

tool to comprehend the nature of compromise among 

the numerous factors that influence the portfolio of 

R&D projects. The study for R & D project problem 

could have focused on either project selection or 

scheduling project. 

 

A two-phase fuzzy goal programming (FGP) method, 

according to Liang [21] was developed to tackle 

project management (PM) choice problems with 

multiple goals in uncertain environments. The study 

developed a systematic decision-making framework 

that allows the decision maker to change the search 

direction interactively until the most efficient solution 

is identified and revealed. When dealing with 

complicated dependency and relationship of project 

activities, decision-makers require the identification 

of all contradicting goals in a single model. The 

proposed model for the two-phase fuzzy goal 

programming (FGP) developed need to be remodified 

to make it better suitable for real-life project selection 

problem data. 

 

Sahebi et al. [22] formulated a multi-criteria 

mathematical model to select the best partners to form 

an optimal joint venture (JV) in oil field projects using 

goal programming  approach. Through the strategic 

objectives and prospects of the venture party, their 

approach conceded numerous objectives and priority 

levels. As a result, instead of one single answer, a 

collection of solutions was created by altering the 

priority level rankings for the decision-maker. The 

study could have administered multi-criteria decision-

making approach like analytic network process (ANP) 

or analytical hierarchy process (AHP) to present the 

criteria and priority levels of objectives. 

 

The government-guaranteed project selection criteria 

in Build-Operate-Transfer (BOT) and Public Private 

Partnership (PPP) project funding were examined by 

[23]. The study discovered that the government's 

decision to undertake a BOT/PPP infrastructure 

guarantee project is a multi-objective problem, and it 

built a goal programming model to help the 

government make that decision.The proposed study 

could have been tested in a real-life situation to show 

its validity. 

 

3.0  GENETIC ALGORITHM MODEL FOR 

MULTI-OBJECTIVES OPTIMIZATION IN 

(PPSP) AND ITS GAPS 

Genetic Algorithm, also known as a meta-heuristic 

search algorithm for optimization problems, starts 

with a random initial solution and attempts to discover 

the best solution  under certain criteria and parameters 

[24]. Because it finds the best solution by emulating 

the evaluation principle and chromosome processing 

work in classical genetics, it outperforms all other 

approaches for solving discrete, non-linear, and non-

convex global optimization problems [25]. 

 

In operations research, industrial engineering, and 

management science, GA has been used as an 

optimization technique to solve difficult and non-

linear problems. When dealing with non-smooth and 

multimodal search spaces, the GA method is an 

effective optimization tool [26]. GA has several 

advantages over other optimization solution 

approaches, including the ability to work with both 

discrete and continuous variables, a large search 

space, flexibility in constraint management, and the 

ability to use parallel computing techniques. It's also 
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worth noting that a GA is just a general search 

principle; there's no approved GA for every 

optimization problem [27]. The genetic algorithm 

(GA) is a natural selection-based optimization 

technique. It's a population-based search method 

based on the survival of the fittest principle. It is a 

well-known algorithm that is based on the process of 

biological evolution.  Chromosome representation, 

fitness function, selection, crossover, and mutation are 

all  crucial elements of GA [28]. A mimetic technique 

for solving optimization  issues is a genetic algorithm 

[29]. It employs population search technology to 

depict a set of problem-solving options. A new 

generation of population is formed by performing a 

sequence of genetic operations on the existing 

population, such as selection, crossover, and mutation, 

and the population eventually increases to a state with 

the optimal or approximation acceptable solution [30]. 

Genetic algorithms have found to be a strong and 

versatile optimisation technique that can quickly 

provide optimal or near-optimal solutions [31]. It is 

used to solved multi-objective optimization in project 

portfolio selection problems (PPSP). 

 

Bastiani et al., [32] proposed an evolutionary 

algorithm for solving the public portfolio problem 

from Ranking Information (ESPRI) based on the Non-

Dominated Sorting Genetic Algorithm-II (NSGA-II) 

that seems to be capable of obtaining solutions near to 

the Pareto frontier. The proposed algorithm helped the 

decision makers in finding a rational compromise 

between the quality of the projects in the portfolio and 

the number of projects approved. But the NSGA-II 

could not maintain the diversity in Pareto-front. 

 

Huang and Zhao [33] developed a genetic algorithm 

(GA) for selecting and scheduling  R&D projects in 

the absence of historical data on project parameter 

values. Their findings revealed that the proposed 

algorithm is robust to the parameters provided and 

successful in addressing investment cost and net 

income challenges. The approach was tested for a 

small number of projects if tested with a large number, 

there might be a change in the numerical result. Also, 

when the project number and the length of the 

deadline of the whole projects become large, 

efficiency of enumeration could decrease greatly. 

Project selection and scheduling problems should also 

be separated. 

 

Kumar and Pushkar [34] studied a Genetic Algorithm-

based strategy to solving the problem of multi-criteria 

project selection to improve the performance of 

analogy-based software cost estimation. They 

developed a multi project selection problem based on 

decision-makers' criteria, with and without interaction 

effects among projects. The Genetic Algorithm in the 

study was not able to find the exact global optimum 

but experimenting with some more or integrated 

methods for project selection can help to overcome the 

limitation. 

 

Polat et al., [35] applied a genetic algorithm to choose 

subcontractors for all work  packages in a construction 

project, considering time, cost, and quality. There 

commended model enables the general contractor to 

select the optimal subcontractor combination for all 

work packages by considering the interactions 

between the subcontractors and their influence on 

overall project performance. The non-dominated 

Sorting Genetic Algorithm (NSGA-II) was used to 

provide non-dominated optimal solutions for general 

contractors to choose the best compromise option that 

covered all work packages and project performance 

values of time (day), cost, and quality (%). In the 

study, cost was affected based on the quality 

performance result and the higher the quality 

percentage, the increase in the cost of the project. 

 

Zhao and Huang [36] developed an improved genetic 

algorithm (GA) of project selection problem from the 

perspective of complex resource constraints. It was 

determined that projects chosen using the improved 

genetic algorithm yielded significantly more benefits 

than those that did not consider all resource 

characteristics and constraints. The improved genetic 

algorithm in the study could be tested for non-

resources project selection problem. 

 

Guo et al., [37] Developed a fuzzy multi-objective 

model termed the multi-objective genetic algorithm 

(MOGA) for project portfolio selection (PPS) in the 

face of uncertainty, balancing strategic contributions 

and financial benefits. Their model aided in the 

selection of project portfolios and boosted the 

efficiency of decision-making. The modifications 

designed for the next generation after crossover and 

mutation with MOGA, could not satisfy the risk and 

resources constraints except the technological 

constraint. 

 

Dewi and Sawaluddin [38] explored project selection 

in the context of two objective  functions: profit 

maximization and cost minimization, as well as the 

availability of limited  resources including human,  

machine, and raw material resources. The project 

selection process was aided by a multi-objective 

combinatorial optimization technique that uses a 

genetic algorithm to develop optimal solutions for 

selected projects. The Genetic Algorithm method  
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steps were not explicit for both readers and project  selection practitioners in the study. 

Table 1:       Comparison of Goal Programming (GP) and Genetic Algorithm (GA) 
Approach No of Projects Time 

(S) 

Accuracy Author Project Selection Criteria 

GP 4  Optimal Solution    [40]                                   Railway projects for economic & revenue 

benefits 

6  Optimal Solution    [41]                                    Product development process planning 

8  Optimal Solution    [42]                                    Marketing activities project 

8  Pareto Solution    [22]                                    Joint venture and partner selection 

9  Optimal Solution    [18]                                   Aircraft control for specific engine 

component 

10 1 Optimal Solution    [20]                                    Research and Development Project 

16 6480 Not Optimal     [43]                                           Risk-based approach 

28  Optimal Solution    [19]                                    Information system 

43  Optimal Solution    [44]                                          Marine renewable energy 

GA 10  Optimal Solution    [33]                                   Net income and investment 

12  Optimal Pareto     [45]                                   Sustainability 

20  Optimal Pareto     [46]                                  Risk and ranking project 

20 1.274 Optimal Solution     [36]                                  Resource constraints. 

21 22 Optimal Solution     [34]                                        Projects interaction effect 

30  Optimal pareto     [37]                                 Strategic contribution and financial returns 

30 354 Near Optimal      [43]                                 Risk-based approach 

100  Near Optimal     [32]                                 Ranking of projects 

200 102.25 Feasible Solution     [24]                                  Projects interaction effect 

36000 86400 Efficient Frontier     [47]                                  Decision support tool framework 

 

4.0      COMPARISON OF METHODS 

Table 1 shows the comparison of both the reviewed 

and new studies in goal programming model and 

genetic algorithm under project portfolio selection 

problems for number of projects proposed, time, 

accuracy, including the criteria of projects selected. 

The GP and GA methods selected projects on risk-

based approach criteria proved that, GA was better 

than GP as indicated as follows: the number of 

projects proposed was 30 for GA and 16 for GP; in 

CPU time, 354 seconds for GA and 6480 seconds for 

GP; accuracy was near optimal for GA and not 

optimal for GP.  

 

Furthermore, both in the reviewed and new studies, 

GA proved better or effective when the number of 

projects proposed increased from 100 and above 

indicating near optimal, feasible and efficient frontier 

under the accuracy of the algorithm in the areas of 

projects ranking, projects interaction and decision 

support tool in project selection criteria section. The 

study also shows, the CPU time to find optimal 

solution for GA and GP on number of candidates 

projects proposed. In GA, 20 projects were solved in 

1.274 seconds, 21 projects in 22 seconds, 30 projects 

in 354 seconds, 200 projects in 102.5 seconds and 

36000 in 86400 seconds, while in GP, 10 projects 

were solved in 1 second and 16 projects in 6480 

seconds. The reviewed proved that GA generates 

objective functions for each project portfolio selection 

problem, whereas the GP generates some objective 

functions but does not provide objective functions as 

the number of projects in the portfolio grows. When 

solving large-scale multi-objective optimization 

problems, the goal programming model is an 

analytical structure that can be used by a decision 

maker to determine optimal solutions to various 

conflicting goals. When a problem gets too entangled 

for a goal programming model to handle, the genetic 

algorithm (GA) approach is a good approach for 

handling complicated issues including a large number 

of decision variables and non-smooth and multimodal 

search spaces.  

 

Therefore, genetic algorithm (GA)-based problem-

solving approach is more effective than some standard 

programming methods in terms of obtaining good 

solutions promptly. The genetic algorithm (GA) is a 

method for solving constrained and unconstrained 

optimization problems that is based on a natural 

selection process similar to biological evolution [26], 

[36], [39]. Though, in section 3.0 and table 1, GA 

seems better with all the evidence given, but it also has 

some gaps likes, the non-dominated Sorting Genetic 
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Algorithm (NSGA-II) could not maintain the diversity 

in Pareto-front, efficiency of enumeration could 

decrease greatly when the project number and the 

length of the deadline of the whole projects become 

large and also could not be able to find the exact global 

optimum. The modifications designed for the next 

generation after crossover and mutation with multi-

objective genetic algorithm (MOGA), could not 

satisfy risk and resources constraints. Therefore, 

project selection and scheduling problems should also 

be separated and hence, integrated methods for project 

selection can help to overcome these limitations. 

 
5.0  CONCLUSION 

This study presents a review on goal programming and 

genetic algorithm on multi-objective optimization for 

project portfolio selection problems (PPSP) in various 

criteria. The review highlights the following: 

 

1. The two models selected projects on risk-

based approach and GA performed better than 

GP in terms of number of projects proposed, 

CPU time and accuracy. 

2. GA more advantageous in dealing with more 

projects as evidenced from literature. 

3. The gaps identified from the reviewed and 

new studies of both goal programming and 

genetic algorithm on project portfolio 

selection problem (PPSP). 

The study reviewed that goal programming, as one of 

the multi-objective approaches, has been useful in 

obtaining solutions that satisfy several conflicting 

goals. It's used to solve large-scale multi-objective 

optimization problems, with decision makers (DM) 

presenting a set of goals (or targets) and genetic 

algorithms, on the other hand, are global search 

heuristics used to solved huge or complex project 

selection problems to identify approximation or 

optimal results or analytic solutions. GA is better 

compared to GP, however, the limitations found in GA 

should be taken into consideration if practitioners 

decided to use GA in their application. Therefore, 

project selection and scheduling problems should also 

be separated and integrated methods for project 

selection can help to overcome the limitations and 

gaps identified. 

 

This review will be helpful to researchers or 

practitioners for their initial level studies in goal 

programming and genetic algorithm for multi-

objective optimization on project portfolio selection 

problems.  
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