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#### Abstract

This paper describes a simple computer programme developed for a mediumsized engineering firm manufacturing various types and sizes of machine pinions. The programme is capable of assigning operators to their appropriate machines for the purpose of machining components in a manufacturing system designed on the Group Technology principles. The particular machine or machines an operator can operate were already defined as part of an input data. A number of test runs were made with different batch sizes, firstly, for the purpose of ensuring the proper operation of the computer programme, and secondly to obtain sufficient data on man/machine interaction which is necessary in the analysis in this study.


## 1. INTRODUCTION

The problems associated with production scheduling have existed for years in a large number of manufacturing industries. These problems differ greatly from one firm to another, with various types of constraints and with pay offs dependent upon differing criteria. Usually, these criteria are based on cost, and the solution that ensures the attainment of the objectives of the scheduling method at the lowest possible costs is considered the best one [1]. The principal elements of costs which are of interest in production scheduling are the: (i) Machine set-up costs (ii) Machine running costs (iii) Stock-holding costs.

To minimise the total machine set-up costs, where the set-up costs for any particular component depends on the preceding batch component in the schedule, the order or sequence of batches should then be arranged to achieve this objective. To minimise machine running costs, it would be necessary to decide-on the appropriate batch size taking into account+, restrictions and considerations and at the same time to fix the production schedule so as to
achieve maximum utilization of all machines involved in the production process. In order to minimise stock-holding costs, a low-inventory policy must. be applied. This requires that all raw materials, work-in-progress and finished goods inventories must be kept to a minimum level which would satisfy the demand requirements.

Even in a single-product situation, the combination of the above three minimisation problems would make the scheduling problem more complicated if an attempt is made to find a way of dealing with them all at the same time. This complication would be much greater in the scheduling problem is encountered in a multi-product situation. The reason being that the minimum solution of one problem usually conflicts with the solution of the other. For instance, the minimisation of the set-up costs causes a decrease in the number of cycles, hence an increase in batch size which would cause a corresponding increase in the stock-holding costs.

Traditionally, most production scheduling problems have been solved mathematically using such methods as linear programming, dynamic programming, heuristic
algorithm, queueing theory, etc. Besides the lengthy iterations these methods require to arrive at a solution, the discrete and sagacious manner in which batches of components are dispatched in a Group Technology system make the use of a computer based method more realistic and practical [2].

In the context of the present paper, "Group Technology'" (GT) can be described in general as a complete manufacturing system where families of similar components are formed and processed on groups of nonidentical machines (group being one machine upwards) in order to extend the technical and economical advantages of mass or flow production to those associated with batch production and jobbing. The formation of these components into families does not necessarily mean that they are similar in shape, but are so formed by virtue of their having all or some common machining operations.

A "Cell" here is taken to be a self-contained processing unit which is made up of one machine or a number of machines (identical or non-identical) required to complete the process of all the components assigned to it.
2. STUDY BACKGROUND

The company studied is a medium sized U.K. engineering concern, manufacturing different types and sizes of machine pinions. The machine shop is functionally laid out, with machine tools of a similar type being contained in the same bay (Fig. 1). As a result, groups of similar machine tools are duplicated in order to satisfy the requirement of two separate but basically similar products.

Components machined in this machine shop varied both in types and sizes with each component having a variety of operations performed upon it by one special purpose machines. The provision for machining these components demanded that the production level must be based on a one-year forecast of demand. Also, there were difficulties in meeting fluctuations of market demand, for customers' orders tended to be non-repetitive and the machine shop did not have the advantage of a buffer stock for helping production levelling.

A large part of the company's range of components is manufactured for stock and the assembly lines are supplied from finished component stocks. About 90\% of component $s$ held in stock are used tip in this way, and the remaining 10\% are held as spares.

(a) FUNCTIONAL LAYOUT-COMPLEX WORK FLOW AND HIGH VOLUME OF WORK IN-PROGRESS

(b) GROUP TECHNOLOGY LAYOUT SIMPLE WORK FLOW AND LOW VOLUME OF WORK IN PROGESS

On average the company's products have a manufacturing lead time of approximately nine to eighteen months, and it is this fact that is recognised as being responsible for a number of problems. Therefore, one of the company's main objectives, and hence this study, is to introduce new manufacturing concepts which would reduce the manufacturing lead time to a period not more than six months. In order to achieve this objective it is proposed to adopt a philosophy which would apply the Group Technology (GT) techniques, and set up piece part manufacture in cells. The manufacturing cell used in this study was a simple one, comprising of six machines and three operators. The machines are arranged in a straight line, to allow for easy input and output of raw materials and finished components respectively (Figure 2).


Fig. 2. One-Direction Flow System
3. SELECTING A BATCHING AND
SEQUENCING METHOD.

The Economic Batch Quantity (EBQ) rule is used in obtaining the batch size to be issued for machining. Also, the simple techniques for solving the batch sequencing problem in a group flowline situation [3] is used in this study. Having obtained the required batch sizes and determined the order in which those batches of components are to be issued to the cells for machining, a computer programme, which is capable of assigning operators to their appropriate machines, was written. The particular machine or machines an operator can operate were already defined as part of an input data, and a number of test runs were made with different batch sizes, fundamentally for the purpose of ensuring the proper operation of the computer programme.

## 4. EXPLANATION OF FLOW CHART.

The flow chart for the computer programme written for this study is shown in Appendix 'A'. The numbers refer to operations in the chart.

The programme, CELLSCHED (an acronym for CELLULAR SCHEDULLING), is written in FORTRAN IV, and in three parts which must be run together

The first part of the programme deals mainly with the input/output routines, initialisation and earth procedures (from operation I to operation 18, with exception of operation 13). At operation 13, a check is made to determine whether or not the batch size is zero. If the answer to the question in operation 13 is no, control will be transferred through operation 14 to operation 17, where a second check is made. If the answer to the second check is no, the programme goes into loop, back
to operation 12; if the answer is yes, subroutine Rule $I$ is called in operation 19. If ,however, the answer to the check in operation 13 is yes, another check will be made in operation 25, a no answer to this check will cause the programme to terminate in operation 33 after printing the output in operation 32; but if the answer is yes, Subroutine Rule 2 would be called in operation 26.

The second part which is the Subroutine Rule 1 (from operation 20 to operation 24) is called whenever the production (or machining) rate of one or more machines (except the first machine) is equal to or greater than the quantity of components in the out tray, of the preceding machine.

It must be understood that components in the 'in tray' of a machine are ready to be machined by that machine, while those in the 'out tray' have already been machined and are ready to be transported to the 'in tray' of the next machine or to the stores as finished components.

The third and last part of the programme is the subroutine Rule 2 (from operation 27 to operation 31). This Subroutine is used as a 'mopping up operation'~ and is only called when there is some clearing work to be done. That is, Subroutine Rule 2 is only called either when the:
(i) Batch size is equal to zero and still there are components remaining in the 'in tray' of one or more machines to be processed.
(ii) Batch size is greater than zero but less than the production (or machining) rate of first machine,
(iii) Quantity of components in the 'in tray' of one or more machines is greater than zero and, at the same time, those of the 'out tray' of every machine is equal to zero
(iv) Quantity of components in the in tray' of one machine (or more) is less than its production rate.

At the Subroutine Rule 2 or 'mopping up operation' stage, when less than one hour's working is available on each machine, either all the remaining components in the batch size (in the case of the first machine) or all the components in each of the 'out trays' of the subsequent machines (in the case of all other machines except the last one) are moved into the 'in tray' of the forward machine, which already has an operator on it, moving from left to right.

Thus, the procedure for machining components under Subroutine Rule 1 is exactly the opposite to that of Subroutine

Rule 2; in the former, the components are first moved into the 'in tray' of a machine before an operator is assigned to it, while in the latter, the operator is first assigned to a machine before the component is moved into its 'in tray'.

It is essential that the above requirements are met, since the CELLSCHED programme reflects the production rat~ of each machine which is expressed in components per hour. For this reason, a facility is provided in the programme which recorded both an idle time and .a message about a tie on an operator, by placing an asterisk against an operator number and by printing a statement about a tie on an operator respectively, whenever these actions are necessary.

An operator is said to be idle if having been assigned to a machine, finds that the machine cannot be operated because of a constraint, e.g. waiting for work to arrive from the rear machine. Work here is taken to mean either raw material ready to go through
the first machining operation, or components which have already been machined on one machine and are about to be machined on the other (i.e. work - in progress). Whilst a tie is said to have occured on an operator if two or more machines to which the operator has been scheduled to operate have one or more hours work in their respective 'in trays', at the same time. In such a situation, the operator is assigned to the machine furthermost to the right, and would return to that (or one of those) on the left if it has equal or more than one hour's work in its 'in tray', while the machine furthermost to the right has less than one hour's work in its 'in tray'.

It must be emphasised that, within a cell, it is possible to assign one operator to three machine $s$ and the other to one machine, without drastically affecting their overall work balance in the cell.

## 5. DISCUSSION

The, computer programme developed in this study is to help the management of a mediumsized U.K. manufacturing company to know the state of its manufacturing cell, hour by hour. Since the clock-time in the programme is updated hourly, to equal the arrival time of the next batch of components.

The programme facilitates rapid recording of and easy reference to all the information which are produced in a single presentation concerning the performance of both operators and machines. The programme is easily understood, does not require extensive training' of personnel, is inexpensive and produces practical solutions at short notice.

For each demand schedule, the CELLSCHED programme was used to produce a simulation run of individual batch sizes which make up the batched schedule of a
particular size of component~ as shown in Appendix "B". By matching individual operators' number with the appropriate machine number(s) within a cell, the CELLSCHED programme was able to assign each operator t; the correct machine.

A time delay mechanism was written into the CELLSCHED programme so that, for any run, the second machine would start at a predetermined time, depending on the rate of production of the first machine. If the first machine had a much higher rate of production than the second machine, the latter was delayed for at least one hour before it was started, in order to build up sufficient components for it to start. On the other hand, if the production rate of the second machine was found to be greater than that of the first, the former was delayed sufficiently to allow enough components to be processed on the latter. So that, there was nQ fixed time up to which the second machine must be delayed after the first machine had started. This information was provided as further part of an input data to the CELLSCHED programme.

Several runs were made with varied delay times on the first machine, and it was observed at the end of each run that induced delays of between one and six hours made no significant difference in the overall total idle time recorded against each machine Appendix "C". This is due to the fact that earlier delay on the first machine is later spread out over the time horizon, as the machining operation continually progressed.

Therefore, it is important that the time delay is introduced earlier in the process rather than later to minimise the overall effect of the idle time. For example, a more effective labour utilisation would be achieved if there was a continuation of oeration (even with
an initial delay' on the machine) than when the operation was intermittent and without initial machine delay.

Although by using the CELLSCHED programme in simulating the machine shop of the company studied, it was possible to obtain in a single presentation a number of useful information concerning the performance of both operators and machines, the following restrictions could reasonably be applied to it:
i. the CELLSCHED programme handles only one batch of components at a time;
ii. the operation sequence for each component and the sequencing order of batches of components will be predetermined;
iii. because the timing mechanism in the CELLSCHED programme is updated hourly, there may be an occasion when during the mopping up operation, the actual quantity of components to be machined may be less than an hour's work even though the time for machining them will be taken as one hour.

In practical terms however, the penalty for applying these restrictions is insignificant when compared with that for not having an effective control of the utilisation of operators and machines. Also since the above restrictions are part of the input data to the CELLSCHED programme, any costs that they may be incured form part of the computer running cost, which is very small.
4.

## 6. CONCLUSION

The CELLSCHED programme developed in this study will provide management with an hourly information, in a single presentation, concerning the state of the manufacturing cell. The possession of this information will enable management to have an effective control of the utilisation of operators and machines. It is highly unlikely that the above information could be obtained in a single solution if any one of the other methods (e.g. Linear Programming, Dynamic Programming, Heuristic Algorithm, Queueing Theory, etc.) of assigning operators to machines was used.

It is acknowledged that by using the CELLSCHED programme optimum is not obtained but procedure is relatively simple, easy to apply, does not require extensive training of personnel, is inexpensive and provides necessary information for obtaining practical solutions at short notice.
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## APPEMDIX "A" GONTP. GFLLSCHED SURROUTINF RULER



| BATCH | $\begin{aligned} & \text { STAKT } \\ & \text { ROUA } \end{aligned}$ |  | MACHINE 1 |  | macmine 2 |  |  | MAGMINE 3 |  |  | SACXINE 4 |  |  | machines |  |  | machine |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 812\% |  | in | OUT | OP | IN | Out | OP | IN |  | UP | in | OUT | 00 | ! ${ }^{\text {N }}$ | nut | OD |  | OUT |  |
|  | ROU |  | $\bigcirc$ |  | 27 |  |  | 41 |  |  | 12 |  |  | 20 |  |  | 29 |  |  |
| 653 | 1 | $\theta$ | 0 | 1* | 0 | 0 | 2* | 0 | 0 | 0 | 0 | 0 | 3* | 0 | 0 | 0 | 0 | 0 | 0 |
| 646 | 2 | 9 | 9 | 9 | 0 | 0 | 2* | 0 | 0 | 0 | 0 | 0 | 3* | 0 | 0 | 0 | 0 | 0 | 0 |
| 635 | 3 | 9 | 18 | 1 | 0 | 0 | 2* | 0 | 0 | 0 | 0 | 0 | 3* | 0 | 0 | 0 | $\checkmark$ | 0 | 7 |
| 826 | 4 | 9 | 27 | 1 | 0 | 0 | 2* | 0 | 0 | 0 | 9 | 0 | 3* | 0 | 9 | 0 | 0 | 0 | 0 |
| 617 | 5 | 9 | 36 | 1 | 0 | 0 | 2* | 0 | 0 | 0 | 0 | 0 | 3* | 0 | 0 | 0 | $\checkmark$ | $c$ | 0 |
| 608 | 6 | 9 | 45 | 1 | 0 | 0 | 2* | 0 | 0 | 0 | 0 | 0 | $3 *$ | 0 | 0 | 0 | $\checkmark$ | 0 | 0 |
| 599 | 7 | 9 | 27 | 1 | 0 | 27 | 2 | 0 | 0 | 0 | 0 | 0 | 3* | 0 | 0 | 0 | 0 | 0 | 0 |
| 500 | 8 | 9 | 9 | 1 | 0 | 54 | 2 | c | 0 | 0 | 0 | 0 | 3* | 0 | 0 | 0 | 0 | 0 | 0 |
| 581 | 9 | 9 | 18 | 9 | 0 | 13 | 0 | 0 | 6 | 2 | 0 | 0 | 30 | 0 | 0 | 0 | 0 | 0 | 0 |
| 372 | 10 | - | 27 | 9 | 0 | 13 | 0 | 0 | 29 | 2* | 0 | 42 | 5 | 0 | 0 | 0 | 0 | 0 | 0 |
| 563 | 11 | 9 | - | + | 0 | 40 | 2 | 0 | 17 | 0 | 0 | 24 | 3 | 0 | 0 | 0 | 0 | 0 | 0 |
| 556 | 12 | 9 | 18 | 1 | 0 | 40 | 0 | 0 | 3 | 0 | 0 | 16 | 3 | 0 | 20 | 6 | 0 | 0 | 0 |
| 545 | 13 | 9 | 27 | 9 | 0 | 40 | 0 | 0 | 3 | 0 | 0 | 18 | $3 *$ | 0 | 20 | $2 *$ | 0 | 0 | 0 |
| 536 | 16 | 9 | 9 | 9 | 0 | 67 | 2 | 0 | 3 | 0 | 0 | 13 | 3* | 0 | 20 | 0 | 0 | 0 | $0$ |
| 527 | 15 | 9 | 18 | 1 | 0 | 26 | 0 | 0 | 46 | 2 | 0 | 16 | $3 *$ | 0 | 20 | 0 | 0 | 0 | 0 |
| 518 | 16 | 9 | 27 | 1 | 0 | 26 | 0 | 0 | 36 | 2. | 0 | 28 | 3 | 0 | 20 | 0 | 0 | 0 | 0 |
| A P1t | $\begin{aligned} & \text { Has } \\ & 17 \end{aligned}$ | OCCUREO WITM |  | OQERATOR | 2 |  |  |  | 22 | 0 | 0 | 20 | y | 0 | 40 | $<$ | 0 | 0 | 0 |
| 309 |  | 9 | 36 | 1 | 0 | 26 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| A T11 | HAS | occureo | W174 | OPEATOE |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $A$ T1E | Has | OCGured | WIPM | OPER4TOR |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 300 | 18 | 7 | 45 | 1 | 0 | 26 | 0 | 0 | 22 | 0 | 0 | 0 | 0 | 0 | 31 | 2 | 0 | 29 | 3 |
| 1 T1E | Nas | OCCUREO | HITM | operiator |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 699 | 17 | 9 | 27 | 1 | 0 | 53 | 2 | 0 | 22 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 58 | 3 |
| 4112 | Has | occurzo | WITH | operator |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 482 | 20 | 9 | 36 | 1 | 0 | 12 | 0 | 0 | 31 | 2 | 0 | 12 | 3 | 0 | 2 | 0 | 0 | 58 | 0 |
| 473 | 21 | 9 | 18 | 1 | 0 | 30 | 2 | 0 | 39 | 0 | 0 | 26 | 3 | 0 | 2 | 0 | $v$ | 58 | 0 |
| 464 | 22 | 0 | 27 | 1 | 0 | 39 | 0 | 0 | 27 | 0 | 0 | 16 | 3 | 0 | 22 | 6 | $v$ | 58 | 0 |
| 459 | 21 | Q | - | 1 | 0 | 60 | 2 | 0 | 15 | 0 | 0 | 28 | 3 | 0 | 22 | 0 | $\checkmark$ | 58 | 0 |
| A 11 | Has | OCCUAEO | W1P4 | OPEEATOR |  | 8 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 448 | 26 | 9 | 98 | 9 | 0 | 66 | 0 | 0 | 3 | 0 | 0 | 20 | 3 | 0 | 62 | 2 | 0 | 58 | 0 |
| $A$ P11 | Has | occured | W194 | onerator |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 437 | 25 | $\bigcirc$ | 27 | 1 | 0 | 86 | 0 | 0 | 3 | 0 | 0 | 0 | ง | 0 | 33 | 2 | 0 | 87 | 3 |
| 4111 | 415 | occure | W1TH | Degatica |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 428 | 20 | - | 36 | 9 | 0 | 25 | 0 | 0 | 46 | 2 | 0 | 0 | 0 | - |  | 0 | $\checkmark$ | 116 | 3 |
| 419 | 27 | 9 | 18 | 1 | 0 | 52 | 2 | 0 | 32 | 0 | 0 | 12 | 3 | 0 | 4 | 0 | 0 | 116 | 0 |
| 610 | 2\% | 9 | 27 | 1 | 0 | 11 | 0 | 0 | 61 | 2 | 0 | 24 | 3 | 0 | 4 | 0 | 0 | 116 | 0 |
| 191! | Hag | OCCUREO | W1PM | CDERATOR |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 609 | 29 | \% | 56 | 1 | 0 | 11 | 0 | 0 | 49 | 0 | 0 | 16 | 3 | 0 | 24 | 2 | 0 | 116 | 0 |
| 392 | 30 | \% | 18 | , | 0 | 58 | 2 | 0 | 37 | 0 | 0 | 28 | 3 | 0 | 26 | 0 | $\checkmark$ | 196 | 0 |
| 383 | 31 | 9 | 27 | 1 | 0 | 38 | 0 | 0 | 35 | 0 | 0 | 20 | 3 | 0 | 46 | 2 | 0 | 118 | 0 |
| 1 118 | Has | OCCurab | WITH | oberator |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1912 | Was | OCCuRED | W17\% | OEERA:OR |  | 5 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 37. | $\pm 2$ | 7 | 36 | 9 | 0 | 38 | 0 | 0 | 23 | 0 | 0 | 0 | 0 | 0 | 35 | 2 | 0 | 145 | 3 |
| A 111 | MAs | Occuato | H194 | OPEaA ${ }^{\text {ar }}$ |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 365 | 33 | 9 | 48 | 1 | 0 | 65 | 2 | 0 | 25 | 0 | 0 | 0 | 0 | 0 | 6 | 0 | $\checkmark$ | 174 | 3 |
| 356 | 36 | 9 | 27 | 1 | 0 | 24 | 0 | 0 | 36 | 2 | 0 | 12 | 3 | 0 | $\bigcirc$ | 0 | 0 | 174 | 0 |
| 349 | 35 | Q | 9 | 1 | 0 | 51 | 2 | 0 | 42 | 0 | 0 | 24 | 3 | 0 | 0 | 0 | 0 | 174 | 0 |
| 1711 | Was 0 | OCCURED | vipm | OPERATOR |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 338 | 36 | 9 | 48 | 1 | 0 | 59 | 0 | 0 | 30 | 0 | 0 | 16 | 3 | 0 | 26 | 2 | 0 | 176 | 0 |
| 329 | 37 | 9 | 27 | 1 | 0 | 10 | 0 | 0 | 59 | 2 | 0 | 28 | 3 | 0 | 26 | 0 | 0 | 174 | 0 |
| A P1 | Mas O | OCCUREO | い! $\square^{\text {¢ }}$ | Oberatca |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 330 | 38 | 9 | 36 | 1 | 0 | 10 | 0 | 0 | 47 | 0 | 0 | 20 | 3 | 0 | 46 | $\leqslant$ | 0 | 176 | 0 |
| A 11 | Mas | OCCUREO | Ul\|\% | OPFaAtcr |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| A 111 | mas O | OCCURED | $\mathrm{VIF}^{\text {H }}$ | cotantor |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 311 | 39 | 9 | 65 | 1 | 0 | 10 | 0 | 0 | 67 | 0 | 0 | 0 | 0 | 0 | 37 | 2 | 0 | 433 | 3 |
| 1918 | Has 0 | Occualo | 1174 | OPEMATOR |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 302 | 40 | 9 | 27 | 1 | 0 | 37 | 2 | 0 | 67 | 0 | 0 | 0 | 0 | 0 | * |  |  | (32 | 3 |
| 293 | 4 | 9 | $\bigcirc$ | 1 | 0 | 64 | 2 | 0 | 35 | 0 | 0 | 12 | 3 | 0 | 8 | 9 | 0 | 432 | 0 |
| 284 | 42 | - | 43 | 1 | 0 | 23 | 0 | 0 | 64 | 2 | 0 | 26 | 3 | 0 | 8 | 0 | 4 | <32 | $c$ |
| 275 | 43 | 9 | 27 | 1 | 0 | 23 | 0 | 0 | 32 | 0 | 0 | 16 | 3 | 0 | 28 | 2 | $c$ | 432 | 0 |
| 266 | 64 | 9 | 9 | 1 | 0 | 50 | 2 | 0 | 40 | 0 | 0 | 28 | 3 | 0 | 28 | 0 | 0 | <32 | 0 |
| A $\mathrm{Flt}^{\text {l }}$ | Has | oceureo | -174 | OPERATOR |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 257 | 63 | 9 | 18 | 1 | 0 | 50 | 0 | 0 | 28 | 0 | 0 | 20 | 3 | 0 | 68 | 2 | 0 | <32 | 0 |
| 4 Pit | Nas | octuris | W1\%H | Onepator |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 Pll | Was | otcuris | -19\% | OBEACPO |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 248 | $4{ }^{4}$ | 9 | is | 1 | 0 | 50 | 0 | 0 | 28 | 0 | 0 | 0 | 0 | 0 | 39 | 2 | 0 | 669 | 3 |
| A P1t | mas | occuaso | HiPH | OPEAATUR |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| A Pif | Mas | occureo | WIF* | OESRATOR |  | 」 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 238 | 47 | $\theta$ | 36 | 1 | 9 | 8 | 0 | 0 | 69 | 2 | 0 | 0 | 0 | 0 | 10 | 0 | 0 | 490 | 3 |
| 330 | 48 | 9 | 18 | 1 | 0 | 36 | 2 | 0 | 57 | 0 | 0 | 12 | 3 | 0 | 10 | 0 | $v$ | 490 | 0 |
| 229 | 49 | 9 | 27 | 1 | 0 | 36 | 20 | 0 | 65 | 0 | 0 | 26 | 3 | 9 | 10 | 0 | $\checkmark$ | 200 | 0 |
| A 118 | mas | OCCuned | W1tk | OPERATOR |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 212 | 50 | 9 | 30 | 1 | 0 | 30 | 0 | 0 | 33 | 0 | 0 | 16 | 3 | 0 | 30 | 4 | 0 | 290 | 0 |
| A 111 | Mas | octurioy | yIfm | ODERATOP |  | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 203 | 51 | Q | 18 | 1 | 0 | 63 | 2 | 0 | 33 | 0 | 0 | 16 | 0 | 0 | 1 |  | 0 | 317 | 3 |
| 196 | 52 | 9 | 27 | 9 | 0 | 22 | $\bigcirc$ | 0 | 62 | 2 | 0 | 28 | 3 | 0 | 1 | 0 | 0 | 319 | 0 |
| A TIE | ans | Occurto | W194 | OBEMATOR |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 185 | 53 | จ | 35 | 1 | 0 | $3{ }^{3}$ | 0 | 0 | 50 | 0 | 0 | 20 | 3 | 0 | 21 | < | 0 | 317 | , |
| A 18 | Mas | occurio | $\square 1+4$ | - HEaAPOR |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 176 | 56 | 9 | G 5 | 1 | 0 | 22 | 0 | 0 | 38 | 0 | 0 | 12 | 3 | 0 | 41 | 2 | 0 | 319 | 0 |
| A + 18 | W4s | oceures | -194, | OPFbatur |  | 5 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 167 | 55 | 9 | 2' | 1 | $\square$ | 49 | 2 | 0 | 38 | 0 | 0 | 12 | 0 | 0 | $1:$ | 0 | v | 148 | 3 |
| 4 P11 | $x$ A | OCCureo | 917 H | OPERAPD |  | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 158 | 50 | $\bigcirc$ | \$8 | - | 0 | 8 | 0 | 0 | 67 | $?$ | 0 | 26 | 3 | 9 | 1 | 0 | 0 | 943 | 1 |
| 4 111 | A41 0 | octunzo | WIr | odesator |  | $l$ |  |  |  |  |  |  |  |  |  |  |  |  |  |

```
A P P ENDI X B (CONTD.)
```
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