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Figure 1: Flat Architecture for the LTE (Ericsson, 2007) 

ABSTRACT: The problem of load imbalance in HetNets among wireless access technologies is addressed in this 

article. A two-step strategy algorithm was adopted in this work, which considers both load and bandwidth. The first 

step is a randomized algorithm based on the Monte Carlo scheduling strategy while the second step was a load 

leveling algorithm that used the brute force method to classify the load on access technologies as average, below 

average and above average. The obtained results when compared to those of Least Connected Algorithm (LCA) 

performed better. The results achieved a global load balancing fairness of 0.9119 which was 12.37% better than 

LCA. The significance of the achieved result translates to better resource utilization among the wireless access 

technologies and better Quality of Service (QoS) for users. 
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I. INTRODUCTION 

The concept of wireless access networks emerged in the 

late 1980s as a by-product of cellular wireless technology. As 

the demand for cellular service exploded worldwide, the cost 

of wireless network components decreased, while the cost for 

deploying and maintaining the conventional copper-based 

subscriber network increased (Lee and Choi, 2008).

During the past few decades wireless technology has seen a 

tremendous growth. In the upcoming wireless cellular 

systems such as LTE-Advanced (Long Term Evolution - 

Advanced) or Beyond 4G systems, wireless access 

technologies are heterogeneously collocated to meet the 

growing demands for connectivity and thus inter-cell 

interference becomes more critical (Nakamura, 2009; 

Hongseok, 2010). The trend now is collocating different 

RATs together as depicted in Figure 1.  
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The novelty of multi-RATs implementation is in the fair 

utilization of the radio resource among the HetNets. In this 

paper, a heterogeneous network scenario is defined as 

comprising seven (7) wireless access technologies: EDGE, 

HSPA, WiMax, HSPA+, WiFi G, WiFi and LTE. 

When wireless access networks co-exist to provide 

services for a number of mobiles, the heterogeneity creates 

serious issues from how mobiles are seamlessly handed over 

across the access technologies to how fairly the limited radio 

resource is utilized. This research solved load imbalance in 

terms of the radio resource and in the end, measures the 

degree of fairness of the balancing across the heterogeneous 

wireless technologies. 

II. RELATED WORKS 

In a heterogeneous wireless network environment, load 

balancing could either mean balancing the transmit power or 

the radio resources which are limited. When considering the 

later, each Radio Access Technology (RAT) has a maximum 

capacity and over stretching the resource brings about load 

imbalance. If some RATs are overloaded while some are 

underutilized, it will result in poor utilization of radio 

resources. Balancing of traffic load among multiple RATs in 

heterogeneous wireless network allows for a better utilization 

of the radio resources (Falowo and Chan, 2008). 

The least connection scheduling algorithm was studied in 

Donoso et al. (2014), Magade and Patankar (2014), Mustapha 

and Ibrahim (2015), Shengsheng et al. (2005). It directs 

network loads to the network with the least number of 

established connections. This is one of the dynamic 

scheduling algorithms that counts live connections for each 

network dynamically. Least connection scheduling algorithm 

assigns new request to the network with the least connection 

(Magade and Patankar, 2014). 

In cases where the RATs have the same capacities, the 

LCA will perform excellently (Ray and De Sakar, 2012), but 

is not the case with HetNets. However, the system 

performance is not ideal when the processing capabilities of 

the networks are different (Mustafa and Ibrahim, 2015; 

Mahmood and Rashid, 2011). Han et al. (2017) proposed 

weighted LCA is a remedy to LCA but it brings about rounds 

of computation which in itself is not desirable. The LCA can 

be represented by the following flowchart (Donoso e t al. 

2014). 

 

 

Least Connected Algorithm (LCA) 

Require: List of the set of Available Networks ANj,k = {t1, . . . 

, tp}, ∀j ∈ M, ∀k ∈ S and p ≤ n 

Require: Set of actual connection of mobiles and their 

services X = {x1
1,1, . . . ,xs

n,m} 

Ensure: A (re) allocation of each used service by each 

connected mobile device. 

𝒊𝒏𝒆𝒘 ←  −𝟏; 
for 1≤ j ≤ 𝒎 𝐝𝐨 

     for 1≤ k ≤ 𝒔 𝐝𝐨 

 𝒊𝒂𝒄𝒕 ← 𝒊|𝒙𝒊,𝒋
𝒌 = 𝟏; 

       𝒊𝒏𝒆𝒘   ←
  𝐍𝐞𝐭𝐰𝐨𝐫𝐤 𝐰𝐢𝐭𝐡 𝐥𝐞𝐬𝐬𝐬 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐜𝐨𝐧𝐧𝐞𝐜𝐭𝐢𝐨𝐧𝐬;  

 If  𝒕𝒊𝒏𝒆𝒘
 ∈  𝑨𝑵𝒋,𝒌, then 

  𝒙𝒊𝒂𝒄𝒕,𝒋

𝒌  =0,  𝒙𝒊𝒏𝒆𝒘,𝒋

𝒌 = 𝟏; 

 else 

      𝐬𝐞𝐥𝐞𝐜𝐭 𝐚 𝐫𝐚𝐧𝐝𝐨𝐦 𝐧𝐞𝐭𝐰𝐨𝐫𝐤 𝐢𝐧𝐝𝐞𝐱 𝐟𝐫𝐨𝐦 𝑨𝑵𝒋,𝒌; 

  𝒙𝒊𝒂𝒄𝒕,𝒋

𝒌  =0, 𝒙𝒊,𝒋
𝒌 = 𝟏; 

 end if 

        end for 

end for 

return  A set of connections of mobiles and their services X 

= {𝒙𝟏,𝟏,………
𝟏 𝒙𝒏,𝒎

𝒔 } 

 

 

III.MATERIALS AND METHODS 

As a result of limited nature of resources, an improper 

allocation of resources would seriously impair on the 

performance of the network and consequently give a wrong 

perception to the users. So, there is a need to define a 

mathematical model that encodes user requirements and 

factor in some constraints to make it perform well when 

deployed in real life scenario. 

 

A. Network Model 

Let N, M and S be the sets of n Radio Access 

Technologies (RATs), m mobiles and s services that compose 

a Cellular System, respectively. Additionally, let   ,j Ky  ∈ [0, 

1] be a binary parameter that indicates that the service k of 

the mobile j is activated or not. The load of the network i( i ) 

is calculated as the sum of demanded bandwidth (Dk) of each 

connected service (k), for each mobile (j) over the total 

capacity of the network channel (Ci) as given by (Donoso et 

al. 2014): 

𝛼𝑖 =
∑ ∑ 𝐷𝑘 . 𝑥𝑖,𝑗 

𝑘 .  𝑦𝑗,𝑘
𝑠
𝑘=1

𝑚
𝑗=1

𝐶𝑖
, ∀𝑖                  (1) 

where 𝑥𝑖,𝑗 
𝑘 = {

1,   𝑖𝑓 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑
0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

RAT 1

RAT 2

RAT n

Services 
Server

Service Server

CORE 
NETWORK

INTERNET

Services 1

Services 2

Services 3

Services 1

Services 2

Services 3

Services 1

Services 2

Services 3

Mobile Device 
1

Mobile Device 
2

Mobile Device 
m

Services 1

Services 2

Services 3

Services 1

Services 2

Services 3

Services 1

Services 2

Services 3

Mobile Device 
1

Mobile Device 
2

Mobile Device 
m

RAT 1

RAT 2

RAT n

Services 
Server

Service Server

CORE 
NETWORK

INTERNET

Services 1

Services 2

Services 3

Services 1

Services 2

Services 3

Services 1

Services 2

Services 3

Mobile Device 
1

Mobile Device 
2

Mobile Device 
m

RAT 1

RAT 2

RAT n

Services 
Server

Service Server

CORE 
NETWORK

INTERNET

Services 1

Services 2

Services 3

Services 1

Services 2

Services 3

Services 1

Services 2

Services 3

Mobile Device 
1

Mobile Device 
2

Mobile Device 
m

 

Table 1: Least Connected Algorithm (LCA).  

Figure 2: Network Diagram for the Model (Donoso et al. 2014) 

Figure 2: Network diagram for the model (Donoso et al, 2014). 
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Mobile devices will access the RATs as shown in Figure 

2. Since the demanded bandwidth should not go beyond the 

available bandwidth, there is need for a constraint to ensure 

that the available bandwidth is not exceeded as follows 

(Donoso et al. 2014): 

 

Dk .  xi,j 
k ≤ ABi  ∀i ∈ N, ∀i∈ M, ∀i ∈ S           (2) 

 

Where ABi is the available bandwidth of the network i. 

 

The Received Signal Strength Indication (RSSI) is given 

as (Shengsheng et al. 2005):  

 

   xi,j 
k ≤ Zi,j

k  ∀i ∈ N, ∀i∈ M, ∀i ∈ S                   (3) 

Where  Zi,j
k = { 1,  

𝑅𝑆𝑆𝐼𝑖,𝑗
𝑘

𝑅𝑆𝑆𝐼𝑡ℎ
 ≥ 1

0,    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
             (4) 

B. Jain’s Fairness Index 

 

Load balancing is aimed at achieving fair distribution of 

loads among networks. Usually, there would be a measure of 

fairness at the end of the load balancing. One such measures 

is the Jain’s fairness index widely used for this purpose and is 

given by Ronok and Mengistie (2012) as: 

 

𝑓𝑥 =
[∑ 𝛼𝑖

ℎ
𝑖=1 ]

2

ℎ .∑ 𝛼𝑖
2ℎ

𝑖=1

, 𝛼𝑖 ≥ 0, ∀𝑖           (5) 

where, h is the number of networks constituting the 

Heterogeneous Wireless Networks (HWN) and αi is the 

network’s load.  

′𝑓𝑥′ is the objective function that the algorithm seeks to 

maximize. 

 

C. Proposed Algorithm 

 

The algorithm used to address the load balancing 

problem in this research work is a 2-step algorithm 

comprising Monte Carlo’s Algorithm (MCA) and Load 

Levelling Algorithm (LLA). The flow charts for MCA and 

LLA are shown in Figure 3 and Figure 4. The key to Monte 

Carlo scheduling process is randomness. A final schedule 

load obtained from MCA is fed as input for LLA as shown in 

Figure 4. 

Figure 4 gives the flowchart for the Load Levelling 

Algorithm, it completes the second step of the developed 

algorithm and basically it fine tunes the load balancing to 

achieve a fair allocation of the load across the heterogeneous 

wireless technologies. It utilizes the randomized quick sort 

strategy for sorting an array of elements. Precisely, the brute 

force method is applied by picking a network among the 

wireless technologies constituting the heterogeneous wireless 

environment at random and making it the pivot network 

otherwise called the ‘tav‘. In other to complete the sorting, a 

total of (n-1) comparisons are made against the the tav, 

networks with load below the the tav are labeled tmin while 

those above tav are labeled tmax, logically this looks like 

arranging the remaining (n-1) networks along the two sides of 

the pivot. The algorithm further searches for any service with 

highest bandwidth on any of the networks classified as tmin, 

and also searches the corresponding mobile I.d. on any of the 

networks classified as tmax and then exchanges the services. 

In the final lap, the algorithm calculates the new network 

loads for each network and the new tav then repeats the 

processes until all the mobiles are sorted in terms of their 

services. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Flowchart for Monte Carlo Algorithm (MCA). 
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Table 2: Monte Carlo Algorithm (MCA).  

Table 3: Load Levelling Algorithm (LLA). 

 

 

 

 

 

 

III. RESULTS AND DISCUSSION 

In this section, resource load balancing results in terms of 

fairness measured with the Jain’s fairness index are 

presented. The achieved results are compared to those 

obtained through Least Connected Algorithms (LCA). The 

behaviour of the proposed algorithm was observed from the 

sample size of 10 mobiles to 1000 mobiles. Using the pseudo 

codes presented for MCA and LLA for the load aware load 

balancing and also coding equations (1) and (5) in MATLAB, 

the following results were generated and compared with the 

results of LCA as shown by Table 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        

Load Levelling Algorithm (LLA) 

 

Require: List of the set of Available Networks ANj,k = {t1, . . . 

, tp}, ∀j ∈ M, ∀k ∈ S and p ≤ n 

Require: Set of actual connection of mobiles and their 

services X = {x1
1,1, . . . , xs

n,m} (from Algorithm 1) 

Ensure: A (re) allocation of each used service by each 

connected mobile device. 

 

For 1 ≤ j ≤ m do: 

Compute αi, 

Determine the pivot network  tav← t | t ∈ ANj,k  

For 1 ≤ p ≤ n-1 

Classify AN into a set of tmin ← tP | tp{αt} < tav{αt}, and a set 

of tmax ← tp | tp{αt} > tav{αt} 

End for 

Select any  xk
tmin  ← xk | xk  ∈ tmin(max xk)  and 

Select the corresponding  xk
tmax  ← xk | xk  ∈ tmax(min xk)   

Exchange x = xk
tmin.j  and xk

tmin,j = x 

end for 

Return a set of connections of mobiles and their services X =  

{x1
1,1, . . . , xs

n,m} 

Monte Carlo Algorithm (MCA) 

Require: List of the set of Available Networks ANj,k = 

{t1, . . . , tp}, ∀j  ∈  M, ∀k  ∈  S and p  ≤  n 

Require: Set of actual connection of mobiles and their 

services X = {x1
1,1, . . . , xs

n,m} 

Ensure: A (re) allocation of each used service by each 

connected mobile device. 

Select at random required services from {x1
1,1, . . . , 

xs
n,m} 

Allocate ANj,k ← {x1
1,1, . . . , xs

n,m} 

Repeat 1 and 2 ∀j ∈ M, ∀k ∈ S 

Compute αi, ∀i ∈ N; 

Evaluate f(αi,) 

Repeat 1 to 5, ∀i ∈ N, 

Select f(αi,) ←  | f(αi,)max 

Return a set of connections of mobiles and their services 

X =  {x1
1,1, . . . , xs

n,m} for selected f(αi,) 

Get the set of 

available networks, 

AN 

Get the set of load 
network schedule from 

the last algorithm 
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? 

Compute the network load, α for all 
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Figure 4: Flowchart for Load Levelling Algorithm (LLA). 
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Table 4: Number of Mobiles Computed Jain’s Index for 

Proposed Algorithm (PA) and LCA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4 shows the fairness indices of varied number of 

mobiles from 10 to 1000 mobiles. As more mobiles nodes are 

added into the system, the PA moved closer to the desired 

fairness index of unity faster than the LCA. For the LCA, it 

only allocates the next set of mobiles to the access networks 

having least connections at that particular time. It does not 

take into consideration the available radio resource on those 

networks. In cases where the resources are overstretched, 

fluctuations as would be seen in Figure 5 become evident. On 

the other hand, the PA which exploits randomness in its 

allocation yielded better performance. It further uses the brute 

force method to quickly sort all networks into arrays of less 

stretched and overstretched. This helps further mitigate 

problems associated in the LCA. 

A graphical representation of Table 4 shown in Figure 5 

gives a clearer perspective of the improvement the PA over 

LCA. As evident from the graph, apart from outperforming 

LCA, the PA shows a faster convergence towards the desired 

fairness value of unity than the LCA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. CONCLUSION 

The Proposed Algorithm (PA) which is a two-step 

heuristic strategy made up of Monte Carlo scheduling 

algorithm and load levelling algorithm was proved to be a 

viable solution when compared to LCA. The average Jain’s 

Fairness Index for LCA and the proposed algorithm are: 

0.8115 and 0.9119, respectively. Hence, PA was found to be 

better than LCA by 12.37%.  

The significance of the achieved result translates to better 

resource utilization among the wireless access technologies 

and good Quality of Service (QoS) for mobiles. Call drop 

rates and poor internet access which are typical of a 

congested HetNets scenario are minimal due to the improved 

QoS. 
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