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Abstract 

In sub-Saharan Africa, there is a significant unmet 
need for emergency care, with a shortage of trained 
providers. One model to increase the number of 
providers is to task-share: roles traditionally filled 
by clinicians are shared with lay workers who have 
received task-specific training. Separately, there 
has been much recent interest in the possible 
implications of artificial intelligence (AI) on 
healthcare. This paper proposes that, by combining 
the task-sharing model with AI, it is possible to 
design an Emergency Unit (EU) that shares the tasks 
currently undertaken by physicians and nurses with 
lay providers, with the activities of lay providers 
guided and supervised by AI. The proposed model 
would free emergency care clinicians to focus on 
higher-acuity and complex cases while AI-
supervised routine care is provided by lay providers. 
The paper outlines the model for such an 
implementation and considers the potential 
benefits to patient care, as well as considering the 
risks, costs, effect on providers, and ethical 
questions. The paper concludes that AI and 
healthcare workers can operate as a team, with 
significant potential to augment human resources 
for health in sub-Saharan Africa. 

Essay     

In sub-Saharan Africa, there is a significant unmet 
need for emergency care [1]. Multiple barriers to 
timely and effective care have been identified, 
ranging from gaps in pre-hospital care networks to 
infrastructural limitations [2,3]. These barriers are 
often compounded by a lack of providers who are 
trained in emergency care. Many hospitals in the 
region do not have a dedicated Emergency Unit 
(EU); most have no physicians or nurses who have 
received specialist training in emergency care [4]. 
Moreover, both physicians and nurses are 
expensive to train and to retain, and the WHO 
predicts that the shortage of African healthcare 
workers will worsen over the coming decade [5]. 
Against this backdrop, innovative solutions could 
deliver significant gains to emergency care in the 

region. One proposed model to increase the 
number of healthcare providers is to “task-share” 
roles traditionally filled by highly- (but broadly-) 
educated physicians and nurses with healthcare 
workers who have received (brief and relatively 
inexpensive) task-specific training. From managing 
hypertension to HIV, and from recording vital signs 
to performing emergency surgery, there is evidence 
from sub-Saharan Africa that task-sharing can help 
address the gap in human resources for  
health [6-10]. Separately, there has been much 
recent interest in the possible implications of 
artificial intelligence (AI) on healthcare. There are 
multiple instances in fields including 
dermatology [11], oncology [12], and 
radiology [13], where trained AIs have matched or 
outperformed experienced clinicians in diagnosis. 
While the lay press subsequently concludes that AI 
may come to replace physicians, the academic 
literature tends to be more circumspect. Especially 
in the field of emergency medicine, AI is predicted 
to function mainly as a decision aid, which will assist 
healthcare providers in making more timely and 
accurate decisions [14, 15]. This paper claims that, 
by combining the task-sharing model with AI, it 
would be possible in principle to design an 
Emergency Unit (EU) that operates safely and 
effectively, while making substantial cost savings 
relative to the traditional model of the EU. More 
specifically, the multiple and wide-ranging tasks 
currently undertaken by physicians and nurses 
could be shared with lay providers (LPs), who have 
been trained to undertake specific tasks, with the 
overall flow and management of most low- and 
moderate-acuity patients supervised by AI. This 
paper suggests that, rather than obviating the need 
for physicians and nurses, the proposed model 
would free them to focus on higher-acuity and 
complex cases which require a broader range of 
skills, while the AI-supervised task of offering high-
quality but relatively routine care is shared with 
LPs. 

Design hypothesis for AI-supervised low- and 
moderate-acuity care: this section outlines a model 
of AI-supervised care in the EU. It argues that a 
team of four LPs, supervised by AI, can safely 
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deliver high-quality patient care in an efficient, 
cost-effective manner. Practically, AI ‘supervision’ 
will involve the AI system giving LPs instructions 
and prompts (via an electronic device) to direct 
patient care. The inputs that AI will receive include: 
responses to AI-directed questions, vital signs and 
basic examination findings, results of bedside, 
imaging and/or laboratory tests. The proposed 
patient journey begins with a dedicated triage LP 
who takes the patient´s demographic information, 
history, and performs a focused examination. AI-
assisted prompts will ensure that relevant 
questions are covered, tailored to the presenting 
complaint. AI interprets the history in conjunction 
with the clinical findings and arranges the 
appropriate further investigations and treatment. 
The patient then moves to a procedural LP who 
performs routine EU procedures (e.g., ECG 
recording, cannulation/venepuncture) as 
necessary, directed by AI. Next, the patient moves 
to a treating LP who can administer medications, as 
directed by the AI system, and can perform basic 
orthopaedic procedures (e.g., apply plaster casts). 
The patient then moves to a waiting area where a 
nursing LP re-checks vital signs and engages in 
shared decision-making with the patient as 
directed by AI-given prompts. The ultimate 
disposition of the patient, guided by the 
interpretation of the history, of clinical 
examination, of investigations, is decided by this 
final shared decision-making process, overseen by 
the AI system. Finally, the patient is provided with 
discharge and follow-up instructions, or a handover 
is generated to clinical staff if the patient is being 
admitted or transferred. Importantly, it should be 
noted that the AI-supervised model can be 
operated in parallel; namely, multiple teams of four 
LPs can operate side-by-side simultaneously. An 
example of AI-supervised patient flow is given in 
Table 1. 

Impact on patient care: almost two-thirds of 
patients presenting to African EUs require 
assessment that is either routine or moderately 
urgent [16]. Evidence-based guidelines exist for 
most of these presentations. Therefore, an AI-
supervised team that follows clinical guidelines 

would likely be able to manage most patients 
presenting to EUs in sub-Saharan Africa, based on 
the case-mix of EU presentations [17, 18]. 
Regulatory bodies typically assert that 
standardised, evidence-based, guideline-driven 
practice leads to improved patient care. Despite 
this, emergency care practitioners (ECPs) 
frequently do not adhere to guideline 
recommendations [19, 20]. One study showed that 
AI-driven care was 39% more consistent with 
evidence-based guidelines than physicians´ 
practice [21]. There is reason, therefore, to believe 
that an AI-supervised EU would also deliver 
consistent, high-value care. Patient care would also 
be less vulnerable to human error. Medical error is 
thought to be a significant cause of morbidity and 
mortality - it has been claimed to be the third-
leading cause of preventable death in the US [22]; 
though data from Africa are scarce, the available 
evidence suggests errors are no less prevalent [23]. 
In the EU setting in particular, a significant 
proportion of errors are due to drug prescription 
errors [24]. AI-supervised prescriptions will likely 
reduce error, as doses, drug interactions, and 
allergies can all be checked electronically [25]. A 
second significant source of error is 
misinterpretation of bedside, radiological, and 
laboratory findings [26, 27]. Researchers have 
recently demonstrated that machine learning 
algorithms can interpret chest X-rays and 
computed tomography (CT) heads at a level 
comparable to radiologists [28, 29]. There is good 
reason to believe that similar tools will soon be able 
to interpret laboratory findings with greater 
accuracy than general physicians [30], and interpret 
significant ECG abnormalities at a level comparable 
to a cardiologist [31]. Therefore, an appropriately 
trained AI system will foreseeably improve patient 
safety due to increased accuracy of diagnostic test 
interpretation. 

Risks: as the proposed model is hypothetical, there 
are no data comparing clinician-led to AI-led 
emergency care. A recent observational study in 
India found that Watson for Oncology, an AI-driven 
cognitive computing system, made treatment 
recommendations that were 93% concordant with 

https://www.panafrican-med-journal.com
javascript:%20void(0)


Article  
 

 

Camillo Lamanna et al. PAMJ - 38(387). 20 Apr 2021.  -  Page numbers not for citation purposes. 4 

a multidisciplinary team of oncology experts [32]. 
This demonstrates the feasibility of using AI-
powered decision aids safely in low- and middle-
income countries. However, all decision-making 
that utilises machine learning is vulnerable to two 
categories of error: first, that injudicious use of 
machine learning algorithms can lead to 
overconfidence in inaccurate predictions (a training 
problem); second, that algorithms replicate human 
errors and reflect existing systematic biases in the 
data (a training set problem) [33]. These risks can 
be can only be mitigated by thoughtful construction 
based on data that reflects the patient population 
and is scrupulously examined for bias and error by 
researchers in tandem with developers. 
Furthermore, as it is crucial that the AI system have 
a low threshold for involving an experienced ECP in 
cases of uncertainty, perhaps the proposed system 
would not in fact reduce ECP workload. This 
concern has been voiced for Watson for 
Oncology [34]. However, machine learning 
algorithms can learn from mistakes and 
misclassifications and this can be harnessed to 
create a self-improving system. Finally, the safety of 
AI-led care also depends on the accuracy of the 
inputs with which it is provided, and the adherence 
of LPs to its recommendations. Evidence suggests 
that lay health workers comply well with  
electronic prompts (which would be used  
to guide management in the proposed 
implementation) [35]. Nonetheless, the risk of non-
adherence to the AI-led treatment 
recommendations needs to be mitigated. 

Impact on providers: while the evidence suggests 
that LPs can be as effective as traditionally-trained 
healthcare workers [36], it is often reported that 
LPs find the role unsatisfying, due to low 
compensation, lack of supervision and limited 
career progression [37, 38]. Thus, the need to 
provide feedback and mentorship for LPs, as well as 
a clearly-defined career trajectory, is foreseen in 
order to maintain sustainable, high standards of 
care [39]. Similarly, the effect on ECPs´ training and 
practice needs to be considered. On the one hand, 
an LP team will free resources for physicians and 
nurses to manage higher-acuity and more complex 

cases. Anecdotally at least, ECPs tend to prefer 
managing high-acuity cases. This would likely 
increase the acceptability of the proposed model to 
ECPs. On the other hand, ECPs may feel that LPs are 
seeing the ‘bread and butter´ of EU presentations. 
This could be perceived both as an encroachment 
on the role of the ECP and as potentially 
dangerously de-skilling: for example, if an 
emergency physician no longer sees routine 
asthma presentations, (s)he may be less able to 
manage life-threatening asthma in the EU. Hence, 
the integration of the model needs to be carefully 
considered to contribute positively to the 
education and workload of ECPs. 

Cost: based on existing data for personnel costs and 
emergency physician productivity [40, 41], one 
could expect an AI-supervised team of LPs to save 
over 80% of the wage bill relative to the traditional 
model. Moreover, there will likely be savings 
beyond labour costs. It is well-documented that 
healthcare workers frequently order unnecessary 
investigations and provide non-evidence-based or 
‘low-value´ treatment [42, 43]. These have 
significant associated financial costs, as well as 
exposing patients to unnecessary risks. An AI-based 
model, which only orders investigations and 
treatments as per evidence-based guidelines and 
algorithms would, in principle, not incur these 
costs. Therefore, one should expect the running 
costs of an AI-supervised EU to be lower still. On the 
other hand, a project that involves developing a 
robust AI system is likely to be significant. It is worth 
making two observations: firstly, the AI system only 
needs to be developed once, therefore this (unlike 
training physicians and nurses) is not a recurring 
cost; secondly, the market for such a product would 
be substantial - in Africa, there are an estimated 
5,000 public hospitals, however the model could 
feasibly be employed in any EU [44]. 

Ethics: mistakes will be made in an AI-supervised 
EU. Some of these mistakes will lead to ‘AI-
atrogenic’ morbidity and mortality. The question of 
whether the mortality benefits outweigh the harms 
is an empirical one, but the question of how to 
design and test such a system is ethical. AI-led care 
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can be delivered in areas where experienced ECPs 
are in short supply. Should an AI-supervised EU be 
compared to existing care? Or to a traditional EU 
run by ECPs? Or to an EU run by ECPs and with AI-
directed care (and no lay providers)? Given the 
complex and problematic history of medical 
research in Africa [45], it is crucial that the 
development and implementation of an AI-led 
system have substantial, if not overall, direction 
from African stakeholders, and full understanding 
and buy-in from communities. Earlier this year, 
Google completed building its first African AI hub in 
Ghana, recognising the technological talent and 
future opportunities for AI on the continent [46]. 

Conclusion     

Africa has a recent history of ‘leap-frogging’ its 
Western cousins in the adoption of technology; 
recent examples include drone-delivery services for 
medical products in Rwanda and bank accounts 
held via mobile phones in East Africa. Emergency 
care could become another example whereby a 
limitation (a paucity of trained ECPs) forces an 
innovation (AI-led emergency care) which 
surpasses the equivalent in the West. This essay has 
proposed a model whereby a team of LPs, 
supervised by AI, provides routine care for low- and 
moderate-acuity patients in EUs in sub-Saharan 
Africa. It has been argued that, if correctly 
implemented, such a model could deliver 
consistent high-quality patient care and widen 
access with substantial running cost savings relative 
to the traditional model of EU care. Considering 
possible risks, effects on providers, and ethics, it 
was concluded that while AI-supervised care may 
offer benefits, the design, testing and 
implementation would need to be judiciously and 
carefully guided by a range of African stakeholders. 
The role of AI in facilitating healthcare delivery 
resource-poor settings is increasingly being 
realised. The hypothesised model could become 
part of a solution to enrich human resources for 
health in Africa. 

 

Competing interests     

The author declares no competing interests. 

Acknowledgements     

The author would like to thank Stevan Bruijns for 
advice on a draft of the manuscript. 

Table     

Table 1: artificial intelligence-supervised task-
sharing example for a patient with cough and fever 

References     

1. Calvello E, Reynolds T, Hirshon HM, Buckle B, 
Moresky R, O´Neill J et al. Emergency care in 
sub-Saharan Africa: results of a consensus 
conference. Afr J Emerg Med. 2013;3(1): 42-48. 
Google Scholar 

2. Mould-Millman NK, Dixon JM, Sefa N, Yancey 
A, Hollong BG, Hagahmed M et al. The State of 
Emergency Medical Services (EMS) Systems in 
Africa. Prehosp Disaster Med. 2017; 32(3): 273-
283.. PubMed| Google Scholar 

3. Hsia RY, Mbembati NA, Macfarlane S, Kruk ME. 
Access to emergency and surgical care in sub-
Saharan Africa: the infrastructure gap. Health 
Policy Plan. 2012;27(3): 234-244. PubMed| 
Google Scholar 

4. Obermeyer Z, Abujaber S, Makar M, Stoll S, 
Kayden SR, Wallis LA et al. Emergency care in 
59 low- and middle-income countries: a 
systematic review. Bull World Health Organ. 
2015;93(8): 577-586G. PubMed| Google 
Scholar 

5. World Health Organization. Global strategy on 
human resources for health: Workforce 2030. 
World Health Organization: Geneva. 2016. 
Google Scholar 

https://www.panafrican-med-journal.com


Article  
 

 

Camillo Lamanna et al. PAMJ - 38(387). 20 Apr 2021.  -  Page numbers not for citation purposes. 6 

6. Gajewski J, Mweemba C, Cheelo M, McCauley 
T, Kachimba J, Borgstein E et al. Non-physician 
clinicians in rural Africa: lessons from the 
Medical Licentiate programme in Zambia. Hum 
Resour Health. 2017; 15(1): 53. PubMed| 
Google Scholar 

7. Lulebo AM, Kaba DK, Atake SE, Mapatano MA, 
Mafuta EM, Mampunza JM et al. Task shifting 
in the management of hypertension in 
Kinshasa, Democratic Republic of Congo: a 
cross-sectional study. BMC Health Serv Res. 
2017; 17(Suppl 2): 698. PubMed| Google 
Scholar 

8. Chu K, Rosseel P, Gielis P, Ford N. Surgical Task 
Shifting in Sub-Saharan Africa. PLoS Med. 
2009;6(5): e1000078. PubMed| Google 
Scholar 

9. Chamberlain S, Stolz U, Dreifuss B, Nelson SW, 
Hammerstedt H, Andinda J et al. Mortality 
related to acute illness and injury in rural 
Uganda: task shifting to improve outcomes. 
PLoS One. 2015;10(4): e0122559. PubMed| 
Google Scholar 

10. Terry B, Bisanzo M, McNamara M, Dreifuss B, 
Chamberlain S, Nelson SW et al. Task shifting: 
meeting the human resources needs for acute 
and emergency care in Africa. Afr J Emerg Med. 
2012;2(4): 182-187. Google Scholar 

11. Haenssle HA, Fink C, Schneiderbauer R, 
Toberer F, Buhl T, Blum A et al. Man against 
machine: diagnostic performance of a deep 
learning convolutional neural network for 
dermoscopic melanoma recognition in 
comparison to 58 dermatologists. Ann Oncol. 
2018;29(8): 1836-1842. PubMed| Google 
Scholar 

12. Bichen Z, Yoon SW, Lam SS. Breast cancer 
diagnosis based on feature extraction using a 
hybrid of K-means and support vector machine 
algorithms. Expert Sys Appl. 2014;41(4): 1476-
1482. Google Scholar 

13. Klöppel S, Abdulkadir A, Jack CR, Koutsouleris 
N, Mourao-Miranda J, Vemuri P. Diagnostic 
neuroimaging across diseases. NeuroImage. 
2012;61(2): 457-463. PubMed| Google Scholar 

14. Berlyand Y, Raja AS, Dorner SC, Prabhakar AM, 
Sonis JD, Gottumukkala RV et al. How artificial 
intelligence could transform emergency 
department operations. Am J Emerg Med. 
2018;36(8): 1515-1517. PubMed| Google 
Scholar 

15. Stewart J, Sprivulis P, Dwivedi G. Artificial 
intelligence and machine learning in 
emergency medicine. Emerg Med Australas. 
2018;30(6): 870-874. PubMed| Google Scholar 

16. Wallis LA, Twomey M. Workload and casemix 
in Cape Town emergency departments. S Afr 
Med J. 2007;97(12): 1276-80. PubMed| 
Google Scholar 

17. Wachira BW, Wallis LA, Geduld H. An analysis 
of the clinical practice of emergency medicine 
in public emergency departments in Kenya. 
Emerg Med J. 2012; 29(6): 473-6. PubMed| 
Google Scholar 

18. Chandra A, Mullan P, Ho-Foster A, Langeveldt 
A, Caruso N, Motsumi J et al. Epidemiology of 
patients presenting to the emergency centre of 
Princess Marina Hospital in Gaborone, 
Botswana. Afr J Emerg Med. 2014;4(3): 109-
114. Google Scholar 

19. Cabana MD, Rand CS, Powe NR, Wu AW, 
Wilson MH, Abboud PA et al. Why Don't 
Physicians Follow Clinical Practice Guidelines?: 
Framework for Improvement. JAMA. 1999; 
282(15): 1458-1465. PubMed| Google Scholar 

20. Wright SW, Trott A, Lindsell CJ, Smith C, Gibler 
WB. (Evidence-based emergency medicine) 
Creating a system to facilitate translation of 
evidence into standardized clinical practice: a 
preliminary report. Ann Emerg Med. 
2008;51(1): 80-6. PubMed| Google Scholar 

21. Scheitel MR, Kessler ME, Shellum JL, Peters SG, 
Milliner DS, Liu H et al. Effect of a novel clinical 
decision support tool on the efficiency and 
accuracy of treatment recommendations for 
cholesterol management. Appl Clin Informa. 
2017;8(1): 124-136. PubMed| Google Scholar 

22. Iloh GU, Chuku A, Amadi AN. Medical errors in 
Nigeria: a cross-sectional study of medical 
practitioners in Abia State. Arch Med Health 
Sci. 2017; 5(1): 44-9. Google Scholar 

https://www.panafrican-med-journal.com


Article  
 

 

Camillo Lamanna et al. PAMJ - 38(387). 20 Apr 2021.  -  Page numbers not for citation purposes. 7 

23. Makary MA, Michael D. Medical error: the third 
leading cause of death in the US. BMJ. 2016; 
353: i2139. PubMed| Google Scholar 

24. Fordyce J, Blank FS, Pekow P, Smithline HA, 
Ritter G, Gehlbach S et al. Errors in a busy 
emergency department. Ann Emerg Med. 
2003;42(3): 324-33. PubMed| Google Scholar 

25. Sethuraman U, Kannikeswaran N, Murray KP, 
Zidan MA, Chamberlain JM. Prescription errors 
before and after introduction of electronic 
medication alert system in a pediatric 
emergency department. Acad Emerg Med. 
2015;22(6): 714-9. PubMed| Google Scholar 

26. Petinaux B, Bhat R, Boniface K, Aristizabal J. 
Accuracy of radiographic readings in the 
emergency department. Am J Emerg Med. 
2011; 29(1): 18-25. PubMed| Google Scholar 

27. Snoey ER, Housset B, Guyon P, El-Haddad S, 
Valty J, Hericord P. Analysis of emergency 
department interpretation of 
electrocardiograms. Emerg Med J. 1994;11(3): 
149-153. PubMed| Google Scholar 

28. Rajpurkar P, Irvin J, Zhu K, Yang B, Mehta H, 
Duan T et al. CheXNet: radiologist-level 
pneumonia detection on chest X-rays with 
Deep Learning.arXiv. 2017: 1711 PubMed| 
Google Scholar 

29. Chilamkurthy S, Ghosh R, Tanamala S, Biviji M, 
Campeau NG, Venugopal VK et al. Deep 
learning algorithms for detection of critical 
findings in head CT scans: a retrospective 
study. Lancet.2018 Dec 1;392(10162): 2388-
2396. PubMed| Google Scholar 

30. Gunčar G, Kukar M, Notar M, Brvar M, Černelč 
P, Notar M et al. An application of machine 
learning to haematological diagnosis. Scientific 
Reports. 2018;8: 411. PubMed| Google 
Scholar 

31. Pranav Rajpurkar, Awni Hannun Y, Masoumeh 
Haghpanahi, Codie Bourn, Andrew Ng Y. 
Cardiologist-level arrhythmia detection with 
convolutional neural networks. Corneil 
University. 2017: 1707. Google Scholar 

32. Somashekhar SP, Sepúlveda MJ, Puglielli S, 
Norden AD, Shortliffe EH, Rohit Kumar C et al. 
Watson for Oncology and breast cancer 
treatment recommendations: agreement with 
an expert multidisciplinary tumor board. Ann 
Oncol. 2018;29(2): 418-423. PubMed| Google 
Scholar 

33. O´Neil C. Weapons of math destruction: how 
big data increases inequality and threatens 
democracy. New York, NY: Penguin Random 
House. 2016. Google Scholar 

34. Gyawali B. Does global oncology need artificial 
intelligence? Lancet Oncol. 2018; 19(5): 599-
600. PubMed| Google Scholar 

35. Jones CO, Wasunna B, Sudoi R, Githinji S, Snow 
RW, Zurovac D. "Even if you know everything 
you can forget": health worker perceptions of 
mobile phone text-messaging to improve 
malaria case-management in Kenya. PLoS One. 
2012;7(6): e38636. PubMed| Google Scholar 

36. Callaghan M, Ford N, Schneider H. A systematic 
review of task- shifting for HIV treatment and 
care in Africa. Hum Resour Health. 2010; 8: 8. 
PubMed| Google Scholar 

37. Ledikwe JH, Kejelepula M, Maupo K, Sebetso S, 
Thekiso M, Smith M et al. Evaluation of a well-
established task-shifting initiative: the Lay 
Counselor Cadre in Botswana. PLoS One. 
2013;8(4): e61601. PubMed| Google Scholar 

38. Ferrinho P, Sidat M, Goma F, Dussault G. Task-
shifting: experiences and opinions of health 
workers in Mozambique and Zambia. Hum 
Resour Health. 2012; 10: 34. PubMed| Google 
Scholar 

39. World Health Organization. Task Shifting: 
global recommendations and guidelines. 
World Health Organization: Geneva. 2008. 
Google Scholar 

40. Taylor C, Griffiths F, Lilford R. Affordability of 
comprehensive community health worker 
programmes in rural sub-Saharan Africa. BMJ 
Glob Health. 2017;2(3): e000391. PubMed| 
Google Scholar 

https://www.panafrican-med-journal.com


Article  
 

 

Camillo Lamanna et al. PAMJ - 38(387). 20 Apr 2021.  -  Page numbers not for citation purposes. 8 

41. Joseph JW, Davis S, Wilker EH, Wong ML, Litvak 
O, Traub SJ et al. Modelling attending physician 
productivity in the emergency department: a 
multicentre study. Emerg Med J. 2018; 35(5): 
317-322. PubMed| Google Scholar 

42. Schwartz AL, Landon BE, Elshaug AG, Chernew 
ME, McWilliams JM. Measuring low-value care 
in Medicare. JAMA Intern Med. 2014; 174(7): 
1067-1076. PubMed| Google Scholar 

43. Elshaug AG, Watt AM, Mundy L, Willis CD. Over 
150 potentially low-value health care 
practices: an Australian study. Med J Aust. 
2012; 197(10): 556-560. PubMed| Google 
Scholar 

44. Ouma PO, Maina J, Thuranira PN, Macharia 
PM, Alegana VA, English M et al. Access to 
emergency hospital care provided by the public 
sector in sub-Saharan Africa in 2015: a 
geocoded inventory and spatial analysis. 
Lancet Glob Health. 2018;6(2): PE342-350. 
PubMed| Google Scholar 

45. Graboyes M. The experiment must continue: 
medical research and ethics in East Africa, 
1940-2014. African Studies Review. 2017. 
Google Scholar 

46. Adeoye A. Google has opened its first Africa 
Artificial Intelligence lab in Ghana. April 16, 
2019. Market Place Africa. Accessed 6 Oct 2019 

 

 

 

 

 

 

 

Table 1: artificial intelligence-supervised task-sharing example for a patient with cough and fever 

  Lay provider role Artificial intelligence role 

Triage Takes patient history Directs history and examination 

  Performs brief examination including vital 
signs 

Interprets history, examination and vital signs 

    Documents interaction on electronic health record 

    electronic health record 

    Requests blood tests and chest X-ray 

Procedures Performs venepuncture Interprets chest X-ray 

    Interprets blood results 

    Prescribes immediate treatment 

Treatment Gives anti-pyretic   

Nursing Rechecks vital signs  Diagnoses community-acquired pneumonia 

  Explains likely diagnosis, treatment and 
expected prognosis with follow-up advice 

Gives shared decision-making template to lay 
provider 

    Prescribes course of antibiotics as per hospital 
guidelines 
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