
204 
 

 

Scientia Africana, Vol. 15 (No. 2), December 2016. Pp 204-210 

© Faculty of Science, University of Port Harcourt, Printed in Nigeria                                           ISSN 1118 – 1931 

 

CRITERIA FOR STABILITY OF LINEAR DYNAMICAL SYSTEMS WITH 

MULTIPLE DELAYS BY FIXED POINT 

 

P. C. Jackreece 
 

prebo.jackreece@uniport.edu.ng 

Department of Mathematics and Statistics, Faculty of Science 

University of Port Harcourt, Port Harcourt, Nigeria 

Received: 05-09-16 

Accepted: 10-12-16 

 

ABSTRACT 

In this study we considered a linear Dynamical system with multiple delays and find suitable 

conditions on the systems parameters such that for a given initial function, we can define a 

mapping in a carefully chosen complete metric space on which the mapping has a unique 

fixed point. An asymptotic stability theory for the zero solution with necessary and sufficient 

condition is proved by means of the contraction mapping principle. 
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INTRODUCTION 

For the past 100 years, the traditional 

method used for the study of stability 

properties of ordinary, functional and partial 

differential equations has been Lyapunov 

method and its variants (Razumikhin-type 

theorem, Lyapunov-Krasovskii functional 

techniques). The application of this 

technique to investigate stability properties 

of systems with delays has encountered 

obstacle if the delay is unbounded or if the 

equation has an unbounded terms see 

(Burton, 2002; Burton, 2003; Seifert, 1973;  

Hale, 1977). In recent years, several 

researchers has sought ways of overcoming 

this obstacle posed by the traditional 

methods by using new techniques. In 

particular, ( Burton and Furumochi, 

2001;Burton, 2002; Becker and Burton, 

2006; Zhang, 2005) and others have noticed 

that some of these difficulties may vanish or 

overcome by the use of fixed point theorem. 

The use of fixed points to establish stability 

properties has several advantages over 

Lyapunov method. While Lyapunov method 

usually require pointwise conditions, fixed 

point methods requires conditions of an 

averaging nature, hence can handle various 

delays or unbounded terms more easily 

(Burton 2006). Also fixed point methods 

can be used to determine stability properties 

of delay problems perturbed by stochastic 

terms (Luo 2010). 

 

In recent years many researcher have 

applied the fixed point theorem to study the 

stability of dynamical systems.  ( Burton, 

2003) examined the equation 

 

     rtxtatx   
 

where   Ra ,0: is continuous and r a 

positive constant, and established the 

following result. 

 

Theorem (Burton, 2003). Suppose there 

exists a constant 1  such that  
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for all 0t and   
t

dsrsa
0

as t . 

Then for every continuous initial function

  Rr  0,: , the solution  ,0,tx  is 

bounded and tends to zero as t .  

In the work of (Zhang 2005), the following 

equation 

 

      ttxtbtx                             (1.1) 

 

is considered where  RRCb ,  and 

  RRC ,  with    tt  as t

for all 0t and proved the following 

results. 

 

Theorem (Zhang 2005). Suppose  is 

differentiable, the inverse function g of 

 tt   exists, and there exists a constant 

 1,0  such that for all 0t  
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Where  
  

   dsssaes
t duuga

t

s  
 



0
. 

Then, the zero solution of (1.1) is 

asymptotically stable if and only if 

    dssga
t

s
 as t . 

 

(Ding et al. 2010), considered two scalar 

nonlinear equations with variable delays of 

the form 

 

           ,21 rtxgtbtrtxtatx   

            21 rtxgtbtrtxftatx    (1.2) 

 

where

         RRgfRbarrrtrtr  :,,)0[:,,0
2

,0
1

max),,0[),0[:
2

,
1

are continuous functions and the following 

result is established, 

Theorem (Ding et al. 2010).Suppose the 

following conditions are satisfied: 

i)   ,00 g and there exists a constant 0L  

so that if Lyx , , then  

    yxygxg   

ii) there exist a constant  1,0a  and a 

continuous function Rrh  ),[:  such 

that 
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iii)   


t

t
dssh

0
inflim  

then the zero solution of (1.2) is 

asymptotically stable if and only if  

 

  
t

tasdssh
0

,  

 

In this paper we consider the stability of 

nonlinear systems with time varying delay 

of the form 

          



n

i

ii thtxtbtxtatx
1

     (1.3) 

   ttx        for   00 , ttmt ,  

   RttmC ,, 00
 

 

Where  tx  is the state vector, 

  pithi ,...,2,1,   is time varying delays of 

the state and    tbta ,  are continuous 

functions. In the next section, sufficient 

conditions for stability by fixed point is 
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presented. This is achieved by fist rewriting 

equation (1.3) as an integral mapping 

equation suitable for the contraction 

mapping principle using the variation of 

parameter and integration of parts (see 

Ardjouni and Djoudi, 2014) and references 

therein. 

 

MAIN RESULT 

 Let  21 , SSC denote the set of all 

continuous functions 
21: SS  with the 

sup norm, and for each 0t , define  

    0:inf0  tthttm ii , let

    pitmtm i  1,min 00 .   

and      RttmCtC ,, 000   the space all 

continuous functions with the supremum 

norm . . 

  RRhi :  are all continuous functions 

such that   0 tht i ,  tht i  be strictly 

increasing and     tht itlim , and 

the inverse of  tht i  if it exists be denoted 

by  tg i . Let   niMtb ii ,...,2,1;0  , and

 nMMM ,...,max 1 , hence   Mtbi 0

and set 

    



n

i

ii tgbtQ
1

                                 (2.1) 

 
 

 





n

i

ii

t duuQ

dsshbet

t

s

1
0

                (2.2) 

if  thi  is differentiable. For each 

   00 , tCRt   a solution of (  ) through 

 ,0t  is a continuous function 

  nRttmx  ),[: 00   for some positive 

constant 0  such that  tx  satisfies ( ) on 

),[ 00 tt  and    ssx   for some 

  00 , ttms  and    ,, 0ttxtx   denotes 

the solution. For each    00 , tCRt    

there exist a unique solution 

   ,, 0ttxtx   of (1.3) defined on ),[ 0 t , 

for fixed 0t , we defined 

    00:max tstms    

Theorem: Suppose ih is differentiable, the 

inverse function  tg i  of   tht i exists, and 

there exists a constants        such that 

for     

i.             
t

dssQ
0

 

ii.
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 
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t
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t
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1 1
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shs
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t

t
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s )(
1 0

 

 

Then the zero solution of (1.3) is 

asymptotically stable if and only if  

iii.    


t

t
dssQ

0
lim  

Proof: Suppose that (iii) holds. For each 

00 t , we set  

 

 







 






t

dssQ

t

eK 0

0

sup   (2.3) 

 

Let    Rttm ,, 00  be fixed and define 

 

     0:),,[ 0  txRtmCxS  as 

,t  

 

   ssx   for   00 , ttms
 

 

Thus S is a complete metric space with 

metric         .sup,
0

tytxyx tmt    

By multiplying both sides of (1.3) by

 
t

t
dssQ

e 0 , integrating from 0t to t and 

then performing integration by parts, we 

obtain 
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Using (2.4) we define the operator 

SSP :  by     ttPx  for 

  00 , ttmt  and  
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for .0t  It is clear that 

    RtmCPx ),,[ 0  . We now show that 

   0tPx  as .t To this end, denote 

the four terms of (2.5) by  4321 ,, IandIII  

respectively. 

Let  S be fixed. For a given 0 , we 

choose 00 T large enough such that 

  ,0Ttht i  ni ...,,2,1 implies    s  

if  thts i . Therefore the second term 

2I  in (2.5) satisfies 

   
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Thus 02 I as t . 

Now consider 3I . For the given 0 , there 

exists  01 T  such that 
1Ts   implies that

     shs i  for ni ...,,2,1 . Thus, for 

1Tt  , the term 3I in (2.5) satisfies 
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By ( ii ) and (iii) there is a 
12 TT   such that 

2Tt   implies 
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Now apply condition (ii) to have

 23 I . Thus 03 I  as t . 

 Since   0tx and   , tht i for each 

,0 there exists 01 tT   such that 
1Ts   

implies that     shsx i  for ....,,2,1 ni   
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Appling (ii) we obtain  24 I . 

Thus, 04 I as t . In conclusion 
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SPx . Also by (ii) P is a contraction 

mapping with contraction constant . Then 

for S, and 0tt   

            
 





n

i

t

tht
ii

i

dssssgbtPtP
1



 

 
              









n

i

iiiiii

t

t

duuQ

dsshsshssbshshsge

t

s

1

1
0



 

 
         









n

i

ii

t

t

duuQ

dsdvvvvgbsQe

t

s

1 0



 

  
 

 
        

















n

i

iiii

t

t

duuQ
n

i

t

tht
ii sbshshsgesgb

t

s

i 11

1
0

 

 
    

 
 











  




dsdvvgbsQe
s

shs
ii

n

i

t

t

duuQ

i

t

s

1 0

 

By condition (ii), P is a contraction mapping 

with constant . Hence by the contraction 

mapping principle (Smart 1980), P has a 

unique fixed point x in S which is a solution 

of (1.3) with  

   ttx   on   00 , ttm  and 

    0,, 0  ttxtx  as t . To obtain 

the asymptotic stability of (1.3), we need to 

show that the zero solution is stable. For any 

given   0  such that
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

 
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02
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solution of (1.3) with   , then 

    tPxtx   defined in (2.5). We claim 

that   tx  for all 0tt  . Notice that 

  sx  on   00 , ttm . If there exists t > 0t  

such that   tx  and   sx  for 

   tstm 0
, then it follows from (2.5) 

that 
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Which contradicts the definition of t . Then 

  tx  for all 0tt  , and the zero solution 

    
 

 
  

 


























n

i

t

tht
ii

duuQ
n

i

t

tht
ii

i

t

s

i

dssgbesgbtx
11

1 



209 
  

 

Jackreece P. C.: Criteria for Stability of Linear Dynamical Systems with Multiple Delays by Fixed Point. 

 

 
 

of (1.3) is stable. This shows that the zero 

solution of (1.3) is asymptotically stable if 

(iii) holds.  

Conversely, suppose (iii) fails. Then by (i) 

there exists a sequence  nt , nt as 

n such that   
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0
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for all 1n . To simplify the expression, we 
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For all mn  n, where 00   satisfies

14 0  JKe . By (i), K in (2.3) is well 
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It follows that (2.5) with     tPxtx   that 
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On the other hand, if the zero solution of 

(1.3) is asymptotically stable, then 

    0,,  mttxtx as t . Since 

   nin tht  as n and (ii) holds, we 

have 
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Which contradict (2.7). Hence, condition 

(iii) is a necessary condition for the 

asymptotic stability of the zero solution of 

(1.3). 

Lyapunov method has been the traditional 

method used for the study of stability 

properties of dynamical systems for the past 

100 years. The application of this technique 

to investigate stability properties of systems 

with delays has encountered obstacle if the 

delay is unbounded or if the equation has an 

unbounded terms.To overcome this obstacle 

posed by the traditional methods, several 

researchers has explored new techniques. In 

this study the contraction mapping principle 

is used to establish necessary and sufficient 

criteria for the asymptotic stability of linear 

dynamical system with multiple delays. 
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