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ABSTRACT 

Keyphrase are subset of more than one word or phrases from a document that can describe 

the meaning of the document. Manual assignment of high quality document into similar topic 

by keyphrase is expensive, time-consuming and error prone. Therefore, various unsupervised 

ranking methods based on importance scores are proposed for keyphrase extraction. There 

are two approaches for keyphrase-based categorization: manual and automatic. In the 

manual approach, a human expert performs the classification task, and in the second case, 

supervised classifiers are used to automatically classify resources. In a supervised 

classification, manual interaction is required to create some training data before the 

automatic classification task can takes place. In our new approach, we propose automatic 

classification of documents through semantic keyphrase and a new model for generating 

keyphrase for web document topic label. Thus we reduce the human participation by 

combining the knowledge of a given classification and the knowledge extracted from the data. 

The main focus of this paper is the automatic classification of documents into machine-

generated phrase-based cluster labels for classifications. The key benefit foreseen from this 

automatic document classification is not only related to search engines, but also to many 

other fields like, document organization, text filtering and semantic index managing. 

 

Key words: Keyphrase extraction, machine learning, search engine snippet, document 

classification, topic tracking 

 

INTRODUCTION 

Automatic keyword extraction (AKE) is the 

task to identify a small set of words, key 

phrases, topics, keywords, or key segments 

from a document that can describe the 

meaning of the document [1]. Since 

keyword is the smallest unit which can 

express the meaning of document, many text 

mining applications can take advantage of it, 

for automatic indexing, automatic 

summarization, automatic classification, 

automatic clustering, automatic filtering, 

topic detection and tracking, information 

visualization, etc. Therefore, keywords 

extraction can be considered as the core 

technology of all automatic processing for 

web documents retrieval and classification. 

The present information explosion increases 

the importance of this area. It is difficult to 

find out relevant information from a huge  
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information mass like the Internet [28], but 

this research makes it possible and easy. 

 

However, over the last 30 years, extensive 

work has been done in the area of Machine 

Learning. Whether the approach is inspired 

by biological plausibility (Artificial Neural 

Networks) or by psychological plausibility 

(Artificial Intelligence), the goal is to design 

systems capable of learning and reasoning 

about certain tasks such as phrase or text 

extraction, classification, clustering e.t.c. 

Most existing systems focus on some 

observed aspect of human learning, and 

attempt to match, and possibly exceed, 

human abilities. For example, several 

inductive models exists that exhibit similar 

(and sometimes better) predictive accuracy 

than their human counterparts on various 

problems. It is the system's ability to capture 

and exhibit certain important characteristics 

(often inspired by human learning), that 

allows it to be useful as an artificial learning 

system or agent. 

 

As machine learning aims to address larger, 

more complex tasks, the problem of 

focusing on the most relevant information in 

a potentially overwhelming quantity of data 

has become increasingly important. The 

Internet and World Wide Web have put a 

huge volume of low quality information at 

the easy access of learning system. For 

instance, data mining of corporate or 

scientific records often involves dealing 

with both many features and many examples 

for the use in representing data and the 

problem of selecting the most relevant 

examples to drive the learning process. At a 

conceptual level, one can divide the task of 

concept learning into two subtasks: deciding 

which features to use in describing the 

concept and deciding how to combine those 

features, people are increasingly using the  

 

Web to learn an unfamiliar topic because of 

the Web’s convenience and its abundance of 

information and knowledge. 

 

Traditional approaches to information 

retrieval, which are popular in current 

search engines, use direct keyword 

matching between documents and query 

representations in order to select relevant 

documents. The most critical point goes as 

follows: if a document is described by a 

keyword different from those given in a 

query, then the document cannot be selected 

although it may be highly related. This 

situation often occurs in real cases as 

documents are written and sought by 

different persons [28]. In many cases, this 

traditional method of learning may not even 

be applicable because in our fast changing 

world, many topics and technologies emerge 

constantly and rapidly. There is often not 

enough time for someone to compile all the 

existing knowledge and to make 

contributions in the current state of the art of 

a research topic. 

 

In recent work, there is common agreement 

that more adequate relevance estimation 

should be based on inference rather than 

direct keyword matching [9], [21], [38], 

[40]. That is, the relevance relationship 

between a document and a query should be 

inferred using available knowledge. This 

inference, however, cannot be performed 

with complete certainty as in classical logic 

due to the uncertainty inherent in the 

concept of relevance: one often cannot 

determine with complete certainty if a 

document is relevant or not. In Information 

Retrieval (IR), uncertainty is always 

associated to the inference process [28]. In 

order to deal with this uncertainty, 

probability theory has been a commonly 

used tool in IR [29], [23], [32], [41].  
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Probabilistic models usually attempt to 

determine the relationship between a 

document and a query through a set of terms 

that are considered as features. Within the 

strict probabilistic framework, inferential 

approaches are often confined to using only 

statistical relations among terms. The main 

method adopted by probability theory to 

determine the relevance degree among terms 

is by considering term co-occurrences in the 

document collection [36]. In this case, two 

terms which often co-occur are considered 

strongly related. The problem stands out in 

this method because relations obtained from 

statistics may be very different from the 

genuine relations: truly connected terms 

may be overlooked [33] whereas truly 

independent terms may be put in relation 

[14]. 

 

A new method using human-defined 

knowledge like a thesauri to establish the 

relationship among terms is now getting 

popular in IR. With the recent development 

of large thesauri (for example, Wordnet 

[25]), these relations have quite a good 

coverage of application areas. A manual 

thesaurus is then a valuable source of 

knowledge for IR. However, due to the lack 

of strict quantitative values of such relations 

in thesauri, the quantitative values have to 

be determined by user relevance feedback or 

expert training. 

 

An Overview of Phrase Extraction 

Techniques 

The field of text mining seeks to extract 

useful information from unstructured textual 

data through the identification and 

exploration of interesting patterns. The 

techniques employed usually do not involve 

deep linguistic analysis or parsing, but rely 

on simple “bag-of-words” text 

representations based on vector space.  

 

Natural Language Processing (NLP), Data 

Mining, and Machine Learning techniques 

work together to automatically classify and 

discover patterns from the electronic 

documents. The main goal of text mining is 

to enable users to extract information from 

textual resources and deals with the 

operations like, retrieval, classification 

(supervised, unsupervised and semi 

supervised) and summarization. 

 

Many methods have been proposed for 

keyphrase extraction, most of them are 

based on machine learning techniques which 

is done systematically and with either 

minimal or no human intervention, 

depending on the model. In this approach, 

phrases are extracted from documents and 

are labeled as keyphrases or non-

keyphrases. The documents and labeled 

phrases are then used as training data for 

creating a keyphrase classifier. The goal of 

automatic extraction is to apply the power 

and speed of computation to the problems of 

access and discoverability, adding value to 

information organization and retrieval 

without the significant costs and drawbacks 

associated with human indexers.  

 

Ever since the inception of the Web, 

searching and extracting useful information 

from it has been an active research area. So 

far, many information extraction techniques 

have been proposed and some of them are 

also widely used in practice. These 

techniques include keyword-based search, 

phrase-base extraction, wrapper information 

extraction, Web queries, user preferences, 

and resource discovery. Keyword-based 

search using search engines [4] is clearly 

insufficient for our task as discussed in the 

Introduction section. Wrapper-based 

approaches [1], [7], [11], [12] are not 

suitable either because Wrappers basically  
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help the user extract specific pieces of 

information from targeted Web pages. 

Hence, they are not designed for finding 

salient concepts and definitions of user 

specified topics, which can be of any type. 

Web query languages [24] allow the user to 

query the Web using extended database 

query languages. They are also not suitable 

for our problem. In the user preference 

approach (used commonly in push type of 

systems [39], information is presented to the 

user according to his/her preference 

specifications. This is clearly inappropriate 

for our problem. Web resource discovery 

aims to find Web pages relevant to users 

requests or interests [10], [18], [19], [27]. 

This approaches, uses techniques such as 

link analysis, link topologies, text 

classification methods to find relevant 

pages. The pages can also be grouped into 

authoritative pages, and hubs. However, 

relevant pages, which are often judged by 

keywords, are not sufficient for our purpose 

because we need to further process the 

contents of the Web pages to discover those 

salient concepts of the topic and descriptive 

pages by extracting keyphrase from web 

document that represent the salient concept 

of the topic. 

 

Existing Techniques to Keyphrase 

Extraction 

The manual extraction of keyphrase is slow, 

expensive and bristling with mistakes. 

Therefore, most algorithms and systems to 

help people perform automatic keyphrase 

extraction have been proposed. Existing 

methods can be divided into four categories: 

machine learning, simple statistics, 

linguistics, and mixed approaches [30], [44]. 

 

Machine Learning Techniques  

Keyphrase Extraction can be seen as 

supervised learning, Machine Learning  

 

approach employs the extracted keywords 

from training documents to learn a model 

and applies the model to find keyphrases 

from new documents[16], [20], [37]. 

 

Simple Statistics Techniques 

These methods are simple, have limited 

requirements and do not need the training 

data. They tend to focus on non-linguistic 

features of the text such as term frequency, 

inverse document frequency, and position of 

a keyword. The statistics information of the 

words can be used to identify the keywords 

in the document. Cohen uses N-Gram 

statistical information to automatically 

index document [8]. Other statistics 

methods include word frequency, TF*IDF, 

word co-occurrences [22], etc. The benefits 

of purely statistical methods are their ease of 

use and the fact that they do generally 

produce good results. 

 

Linguistics Techniques 

These approaches use the linguistic features 

of the words mainly sentences and 

documents. The linguistic approach includes 

the lexical analysis, syntactic analysis 

discourse analysis and so on [26], [30], [43]. 

In fact, some of the linguistic methods are 

mixed methods, combining some linguistic 

methods with common statistical measures 

such as term frequency and inverse 

document frequency [15]. 

 

 

Hybrid Techniques 

Other approaches about keyword extraction 

mainly combine the methods mentioned 

above or use some heuristic knowledge in 

the task of keyword extraction, such as the 

position, length, layout feature of the words, 

html tags around of the words, etc [17]. The 

overview of the related works reveals that 

the automatic keyword extraction is faster  
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and less expensive than human intervention. 

However, currently existing solutions for 

automatic keyword extraction require either 

training examples or domain specific 

knowledge. Our approach, on the contrary, 

does not have this additional information. 

We apply the statistical measures to 

automatically extract keyword as they are 

domain independent and have limited 

requirements. Moreover, in this research we 

tried analyse how the database context can 

be exploited in order to automatically 

extract representative keywords from a 

document. 

 

Keyword Extraction Systems 

 

Kea: Kea is a keyword extraction system 

which implemented their methodology with 

an algorithm for automatically extracting 

keyphrases from the text. [42] Kea identifies 

candidate keyphrases using pre-processing 

[13], calculates feature value for each 

candidate, and uses a machine learning 

algorithm to predict which candidates are 

good keyphrases. The Naïve Bayes machine 

learning scheme first builds a predication 

model using the training documents with 

known keyphrases, and then uses the model 

to find keyphrases in new documents. Two 

features are calculated for each candidate 

phrase and used in training and extraction. 

They are: TF × IDF, a measure of phrase’s 

frequency in a document compared to its 

rarity in general use and first occurrence, 

which is the distance into the document of 

the phrase’s first appearance. Kea´s 

effectiveness has been assessed by counting 

the keyphrases that were also chosen by the 

document’s author, when a fixed number of 

keyphrases are extracted. 

 

Barker Approach: Barker [2] describes a 

system for choosing noun phrases from a  

 

document as keyphrases. A noun phrase is 

chosen based on its length, its frequency and 

the frequency of its head noun. Noun 

Phrases are extracted from a text using a 

base noun phrase skimmer and an off-the-

shelf online dictionary. Barker approaches 

involves human judgment for performing 

this experiments. 

 

KPSpotter: KPSpotter is an algorithm 

implementing the methodology proposed by 

[34]. After classical pre-processing has been 

applied, the algorithm employs a technique 

that combines information gain and a data 

mining measure technique introduced in 

[35]. In this sense KPSpotter presents some 

resemblances with extractor. Both 

algorithms, in fact, use a learner belonging 

to the same family, i.e., the decision tree 

[35]. 

 

Our Approach 

In this paper, we present a web-based phrase 

extraction technique for web search 

document clustering result, with rich 

features for giving users the flexibility of 

retrieving closely related documents 

clustered in user friendly way based on his 

search query. Searching the web and 

developing search tools has not been easy; 

as there are complicated tools and 

algorithms involved in designing an 

interface that will give users the best 

possible and effective results. The 

description of our web-based phrase 

extraction technique for web search 

document clustering result interface is 

described in line with its mathematical 

model. Our topic phrase extraction 

technique is wrapped around the Google 

search engine result using its API as its 

primary source of retrieving search results 

from the Internet. 
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The Google search engine is currently 

ranked among the best search engines in the 

world (Alsulami et al., 2012), hence its use 

in this research. Consequent upon this 

ranking, we assume that Google will 

provide us with highly relevant-to-topic 

ranked documents snippet. So we are 

concerned with how to extract topic phrase 

that can be used to form cluster labels for 

search results in order to make it easier for 

the user to wade through the results in a 

most effective manner to get what he is 

searching for. So we are not going to be 

primarily involved in the mechanism of 

pages retrieval and ranking, but rather with 

that of phrase topic extraction from Google 

result snippet as cluster label. 

 

Extracting Topic Phrase Table from 

Google Result Snippet 

The idea of clustering is to categorize the 

results set from the search engine into topics 

which the user can easily wade through and 

grouping the pages according to topics that 

are closely related to the users search 

intention. 

 

One method for phrase-based topic 

extraction from search engine result is to use 

proximity measures to specify the 

acceptable distance between words. Two or 

more words are considered to be a phrase if 

they are separated by no more than N words 

in the web document snippet description 

text, for example if N=0, then the words 

must be adjacent if N=1 then they can have 

only one word between them. The topic 

phrase labels are formed using snippet of a 

search engine result. In this paper we made 

use of phrases extracted from snippet of the 

first top 100 pages of a search engine ranked 

result, TP100, to form the topic labels.  

 

Researchers have determined 

experimentally that the first 100 pages of 

search engine result always contain the most 

relevant-to-search-query documents.  

 

Figure 1 illustrates the process of extracting 

keyword topic from web search result for 

document clustering. Starting with a user 

querying a search engine with a phrase 

“jaguar”, a list of relevant documents is 

found by matching strings in the search 

phrase with documents. While most search 

engines stop after the second step (the actual 

retrieval of document) for users to sift 

through thereby causing information 

overload, topic clustering proceeds by 

analyzing the documents in the result list in 

order to group document to similar topics. 

The user who queries for “jaguar” can then 

choose among the clusters and access the 

corresponding documents as shown in 

Figure 1. 
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Transforming Web Documents Snippet 

into Vector Representation 

Transforming of text documents to real 

vector is an essential step for text mining 

tasks such as classification, clustering and 

information retrieval. The extracted vectors, 

serves as inputs for data mining models, and 

suppose that there are primitive concepts 

(basis concepts or topics) in a document 

space which can be used to form the 

concepts or topics used in the field of 

information retrieval. In order to find out 

primitive concepts or topics, we assume that 

web documents snippet contain features that 

characterize the primitive concepts or 

topics. 

 

We have two steps to make primitive 

concepts or topics 

 

i. To extract topic phrases as 

feature from a web document 

snippet by selecting significant  

 

Fig. 1 An illustration of topic phrase extraction from web search result for document cluster label 

 

(1) Given a Query:      

 

          Search engines usually return millions of ranked result list for user to sift through 

(2)  

 

 

 

 

 

 

 

 

(3) To extract topic phrase or keywords from search engine result which forms topic labels for result 

cluster 

 

Jaguar 

 

Doc1  (. . . join the Jaguar club . . . car . . . .) 

Doc2  (. . . car club . . . jaguar . . .) 

Doc3  (. . . this weekends race . . . Jaguar . . . driver . . .) 

Doc4  (. . . the Jaguar . . . driver . . . club . . .) 

Doc5  (. . . saw animal . . . big cat . . . Jaguar . . . habitat . . .) 

Doc6  (. . . Jaguar  . . . car sale . . .) 

Doc7  (. . . animals . . . Jaguar in its natural habitat . . .) 

Doc8  (. . . Jaguar . . .  on a Mac OS . . . computer sale . . .) 

Doc9  (. . . on my computer . . . Jaguar . . . software  . . .) 

Doc10 (. . . Jaguar car . . . Wikipedia . . . the free encyclopedia. . .) 

Doc11 (. . . Jaguar . . . international home . . .) 

Doc12 (. . . Jaguar . . . international . . . market selector page . . .) 

 

 

Jaguar Car Wild Animal Mac OS 

Computer 
Jaguar Engine 

Jaguar Sports 

Club 

Doc1, Doc2 

Doc3 
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Doc10 
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. 
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phrases and partition significant 

phrases into feature vectors 

ii. To cluster the feature into 

primitive concepts or topics 

 

Document Preprocessing 

There are several steps to preprocess 

documents in order to convert them into 

suitable terms that describe better content of 

a web document to a structured form as 

vector representation. At this stage, we 

typically use a combination of three 

common text-preprocessing methods:  

 

Stemming: Stemming algorithms are used 

to transform the words in texts into their 

grammatical root form, and are mainly used 

to improve the Information Retrieval 

System’s efficiency. To stem a word is to 

reduce it to a more general form, possibly its 

root. For example, stemming the term 

interesting may produce the term interest. 

Though the stem of a word might not be its 

root, we want all words that have the same 

stem to have the same root. The effect of 

stemming on searches of English document 

collections has been tested extensively. 

Several algorithms exist with different 

techniques. The most widely used is the 

Porter Stemming algorithm. 

 

Elimination of Stop Words 

It is necessary to remove unwanted words 

after stemming and there are about 400 to 

500 types of stop words that can be found in 

a sentence or title of a document, such as 

“of”, “and”, “the,” etc., that provide no 

useful information about the document’s 

topic. Stop-word removal is the process of 

removing these words. We use a standard 

list of 571 stop words and remove them 

from the documents. 

  

 

 

Tokenization: Tokenize process is used to 

determine sentence boundaries, and to 

separate the text into a stream of individual 

tokens (words) by removing extraneous 

punctuation. It separates the text into words 

by using spaces, line breaks, and other word 

terminators in the language. Document texts 

must be tokenized correctly in order for the 

noun phrase extractor to parse the text 

efficiently. It also works as a basis for 

phrase boundary detection.  

 

 

Extracting Topic Feature Vector from a 

Web Document Snippet 

In this study, we defined the term “topic” as 

a stream of terms or phrases which represent 

the content of the web document. A topic is 

different from a title, while the later is a 

sequence of terms that rather represent the 

name of a study with a document and does 

not necessarily represent the concept of the 

study in the document. Most of the 

documents are embossed by their snippets; 

however, the title is not necessarily stands 

for the content of the web documents and it 

is not possible to judge about the content of 

documents by only their titles. The 

automatic web document topic identification 

is not an easy task as a web document may 

contain multiple topics. 

 

In order to extract document topic feature 

(in a form of vector) from a snippet, we 

used the pseudocde as described in Figure 2 

with the following hybrid models of tf-idf, 

title term frequency method and Query-Bias 

method to determine candidate topic feature 

for cluster label. 

 

The pseudocode is given in Figure 2 

 for each document d(i) in the Top 100 

documents 

       scan snippet of d(i) for keywords ; 
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      for each keyword  K(j) in document d(i) 

snippet 

                if keyword exists in keywords table 

then 

                     increment  F k(i,j) ;// frequency 

counter of k(j) in di 

                                increment  GF k(j);// global 

frequency of the keyword in the search engine 

result set 

                 else // if keyword is not already in the 

keywords table 

                        add keyword k(j) to the keywords 

table; 

                        set counter F K(j)=1; 

increment  document  count  D 

k(j); //count the no. of 

documents in which keyword 

occurs                                                                                                   

                end if 

              next keyword; 

next document; 

 

Fig. 2: Pseudocode 

 

Proposed Method 

In this step, the stems of the words are used 

as the dimensions or the features of the 

vector space model. In this model, each 

document d is considered as a vector in a 

word space. It is shown by the word 

frequency vector. This vector is shown in 

Table 1. Implanting vector space model for 

a set of documents retrieved as a result of 

web search consist of transforming the 

string of words that make up a web 

document snippet into equivalent numeric 

vector. The vectors will have the same size, 

turning our result into m x n matrix. Each 

line represents one web page and each 

column represents one word. The N 

dimension represents the total number of 

words that will be processed from the first k 

result of a search engine ranked list. The M  

 

dimension represents the remaining number 

of web pages after the duplicate 

eliminations, of the final search result list. 

 

The first step in implementing the vector 

space model consists of the construction of 

the index term vector. The index term vector 

is constructed from all the individual unique 

words of the web document snippet and title 

of the retrieved documents. Each of the 

retrieved result will be divided into 

component words and added to the index 

vector. 

 

The second step consist of document 

vectorisation: each document will be 

transformed into its numeric vector 

representation. In the vector space model, 

each document will be represented by a 

numeric vector of length n, where n is the 

dimension of the index term vector. The 

value of each word or phrases in the 

document corpus will be calculated with 

hybrid formula: Chen’s algorithm (1998), 

title term frequency method and Query-Bias 

method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



62 
 

 

Ejiofor C. I., Nwachukwu E. O. and Williams E. E.: An Enhanced Model for Automatically Extracting Topic Phrase from...  

 

Table 1: Vector space representation of a search engine snippet for a query  

Documentm 

(Dm)/Termn 

(Tn) 

D1 D2 D3 - -    - Dm 

T1 TF11 TF12 TF13 - -    - TF1m 

T2 TF21 TF22 TF23 - -    - TF2m 

T3 TF31 TF32 TF33 - -    - TF3m 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

Tn TFn1 TFn2 TFn3 - -     - TFnm 

 

 

Given a finite set D of elements called web 

documents 

D = {D1 - - - - Dj - - - - Dm} 

And a finite set T of elements called index 

terms 

T = {t1 - - - - ti - - - - tn} 

Any document Dj is assigned a vector Vj of 

finite real numbers called weights of length 

m as follows 

Vj = (wij)i = 1, - - - -, n = (w1j, - - - -, wij, - - - 

- wnj) 

Where 0≤wij<1(i.e wij is normalized, eg 

division by the largest) 

The weight wij is interpreted as an extent to 

which the term ti characterizes the web 

document Dj and is computed using the term 

frequency-inverse document frequency 

given as 

 

 

 

 

 

 

Where  

Wij = represents the weight of index term ti 

from document Dj 

Tfi = represents the frequency of term ti 

dfi = represents the number of documents in 

which the term ti appears 

 n = total number of documents retrieved by 

the search engine for a query term Qi 

 

A fragment of the keyphrase table is shown 

in Table 2. 

 

Table 2: Computing the weights from the tfij 

Documentm 

(Dm) 

keyphrase Frequency in web 

snippet 

Document 

Frequency (df) 

Weight (Wij) 

(tfij x idfi) 

D1 T1 n1 df13 W1j 

D2 T2 n2 df23 W2j 

D3 T3 n3 df33 W3j 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

Dn Tn nn dfn3 Wij 

 

Wij = tfij x idfi 

 

Idfi = log2n  -  log2dfj  + 1 

Wij = tfij  x logn  

 

n 
dfj 

 -     -    -     -     -   -  -  -  (1) 

 -     -    -     -     - (2) 

 -     -    -     -     -    (3) 
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Title Terms Frequency Method 

It is generally known that the titles of an 

article tend to reveals the major subject of 

that document. This hypothesis was 

examined in a sample study of TREC 

documents where the title of each article 

was found to convey the general idea of its 

contents. In order to exploit this feature in 

document collection, terms that occurred in 

the title section of the documents were 

assigned a positive weight (title score). 

Thus, a factor in the document snippet score 

is the presence of title words within the 

snippet description. In order to utilise this 

attribute in the cluster label extraction for 

topic tracking process, each constituent term 

in the title section is looked up in the body 

of the snippet. For each document snippet a 

title score is computed as follows, 

 

TSS=TTS/TTT 

 

where  

TSS = the title score for a web document 

snippet 

TTS = the total number of title terms found 

in a web document snippet 

TTT = the total number of terms in a web 

document title 

 

TTT is used as a normalization factor to 

ensure that this method does not have an 

excessive sentence score factor contribution 

relative to the overall sentence score. 

 

Query-Bias Method 

The addition of a snippet score factor bias to 

score snippets containing query terms more 

highly may reduce the query drift caused by 

the use of bad feedback terms. Thus, 

whether a relevant or non-relevant 

document is used, the feedback terms are 

taken from the most relevant title identified 

in the document snippet, in relation to the 

submitted query. 

In order to generate a query biased label in 

this work, each constituent snippet of a 

document being processed is scored based 

on the number of query terms it contains. 

The following situation gives an example of 

this method. 

 

• For a query “falkland petroleum 

exploration” and 

• A snippet “The british minister has 

decided to continue the ongoing petroleum 

exploration talks in the falkland area” 

 

The query score QSS is computed as 

follows 

 

QSS = tq
2
/nq 

 

where  

tq = the number of query terms present in a 

web document snippet 

nq = the number of terms in a query 

 

Therefore the query score QSS for the above 

snippet is 3. This score is assigned based on 

the belief that the number of query terms 

contained in a snippet, the more likely it is 

that this snippet conveys a large amount of 

information related to the query. This was 

the same method used in [14].  

 

Combining the Scores 

The previous sections outlined the 

components used in scoring keyphrases to 

generate a meaningful label used for cluster 

in this work. The final score for each topic 

label is calculated by summing the 

individual score factors obtained for each 

method used. Thus the final score for each 

phrase topic label is 

 

CLSS = TSS + QSS + Wij 

 

where  

CLSS = Cluster Label Significance Score
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Table 3: Combing Weight of the terms in snippet (tfij) with the Scores 

Documentm 

(Dm) 

Keyphrase 

(Termn) 

Frequency 

in web 

snippet 

Document 

Frequency 

(df) 

Weight 

(Wij) 

(tfij x idfi) 

TSS QSS CLSS 

D1 T1 n1 df13 W1j TSS1 QSS1 CLSS1 

D2 T2 n2 df23 W2j TSS2 QSS2 CLSS2 

D3 T3 n3 df33 W3j TSS3 QSS3 CLSS3 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

Dm Tn nn dfn3 Wij TSSm QSSm CLSSm 

 

 

The phrase extraction system was 

implemented such that each method could 

be invoked independently. Thus it was 

possible to experiment with various 

combinations of the methods described 

above to determine the best keyphrase 

extraction method(s) for term selection in 

PRF. 

In order to generate an appropriate 

keyphrase label for clusters, it is essential to 

use web document snippet as they contain 

the summary of the entire document. The 

inspection of our example phrase extraction 

for cluster label showed them to be 

reasonable representations of the topic for 

the original documents. However, in our 

case an objective measure of cluster label 

quality is their overall effect on retrieval 

performance to categories document based 

on their similarity with the concept for the 

cluster label. 

 

Semantic Similarity of Document 

Concept Based on Snippet Approach 

Our approach uses the web as a corpus and a 

web search engine such as Google as 

backend engine. Web search engines index 

billion of pages on the web and provide an 

estimate of page counts as a result for a 

searching term. Most search engines provide 

an interface to search for a term or more 

using Boolean operators on document 

content. In our method, our idea is to find an 

attribute that is short enough for the co-

occurrence to be considered and good 

enough to describe document’s topic and 

idea. In order to measure semantic similarity 

between two given terms t1, t2, the 

proposed approach will search for the terms 

t1 and t2 in the snippet of the document 

instead of the content of the document as in 

the following. 

 

Each document is a vector of terms in 

snippet as 

Di = (ti1,  ti2,  ti3,  ti4,  ... tin) 

Dj = (tj1,  tj2,  dj3,  tj4, ..., tjn) 

 

To compute the similarity of the topic terms, 

we 

1. Search in search engine snippet for term 

t1 and Let count (t1), be the number of 

search engine snippet containing term t1. 

2. Search in search engine snippet for term 

t2 and Let count (t2), be the number of 

search engine snippet containing term t2. 

3. Search in snippet for both terms t1 and t2 

and Let count (t1, t2), be the number of 

snippets containing both terms t1 and t2. 

4. Compute scores using count (t1), count 

(t2) and count (t1,t2).  
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The resulting score is a measure of 

similarity. In order to compute count (t1), 

count (t2) and count (t1, t2), given two 

terms t1 , t2 and a similarity function 

Measure(t1,t2)>0. The general 

transformation formula of measure(t1,t2) 

function to snippet similarity is defined as 

 

 

 

 

 

 

RESULT AND DISCUSSION 

The extracted topic phrases will be used as 

cluster labels to represent meaningful 

document topics and the clusters will yield  

 

 

the user simple interface which is used to 

provide the user search for topic contents. 

The clustering module will take the user 

query and automatically feed it to a search 

engine like Google using its Application 

Programmable Interface and the user will be 

presented with the final cluster structure, 

each cluster having attached to it a topic 

phrase label and a description, and inside 

the cluster each web page having its own 

description and link to the page. In Figure 2, 

we have represented the place of the cluster 

topic phrase label for cluster description. In 

the result of figure 2, we have represented 

the output returned by the intelligent topic 

searcher (eFactfinder) as a result of user 

query “What is a jaguar”, showing in detail 

the topic representation.   

 

 
Fig. 2. Detailed representation of Topic Phrase Cluster Labels: application output 
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When we want information or help from a 

person, we use words to make a request or 

describe a problem, and the person replies 

with words. Unfortunately, computers do 

not understand human language, so we are 

forced to use artificial languages and 

unnatural user interfaces. In science fiction, 

we dream of computers that understand 

human language, that can listen to us and 

talk with us. To achieve the full potential of 

computers, we must enable them to 

understand the semantics of natural 

language. 

 

This paper proposed a novel task and also a 

set of initial techniques for finding and 

compiling topic specific knowledge 

(concepts and definitions) on the Web. The 

proposed techniques aim at helping Web 

users to learn an unfamiliar topic in-depth 

and systematically. Given a search query, 

the system first discovers salient concepts of 

the topic from the snippets returned by the 

search engine. It then identifies those 

informative pages containing definitions of 

the search query on the topic and its salient 

concepts. Due to the convenience of the 

Web along with its richness and diversity of 

information sources, more and more people 

are using it for serious learning. It is 

important that effective and efficient 

systems be built to discover and to organize 

knowledge on the Web, in a way similar to a 

traditional book, to assist learning. 
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