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ABSTRACT

We introduce an iterative algorithm and prove that the sequence of the algorithm strongly
converges to a common element of the set of fixed points of asymptotically nonexpansive
mapping, the set of solutions of generalized mixed equilibrium problem and the set of solutions
of variational inequality problem in a real Hilbert space. Furthermore, we applied the result
obtained to solve an optimization problem.

INTRODUCTION

Let K be a nonempty subset of a real Hilbert space H. A mapping A: K — H is called: (i)
monotone if

(AX— Ay, Xx—y)=0 VX, ye K (1.1)

(i) A —inverse-strongly monotone .See, for example, Liduka and Takahashi (2005). If there
exists a positive real number A such that

(AX—AY,X—Y)ZA|| Ax—AY | V x,ye K

(iii) relaxed (1, y) - cocoercive if there exists A, > 0 such that

(AX—AY, X—Y)=—A|| AX—AY | +7 I x—YI*?V x,ye K

(iv) nonexpansive if || AX—AY[[<|x-y[V X,ye H
(v)  u—Lipschitzian if there exists , >0 such that
| AX=Ayll< x|l x=ylIV x,ye H

Let A:K —>H be a nonlinear mapping. The variational inequality problem is to find
x* e K such that

<Ax*,y—x*>20‘v’ ye K (1.2)

See, for example, Blum and Oettli (1994) andBruck (1977). We shall denote the set of solutions
of the variational inequality problem (1.2) by V I(K, A).
Apoint xe K iscalled a fixed point of T if Tx =x. The set

F(T) = {X e K :TX:X} is called the set of fixed points of T. Existence and
approximation of fixed points of nonexpansive maps and their generalizations have been
studied extensively in the literature due it its vital roles in solving different real world problems
.See egChidume (2009).0ne important generalization of the class of nonexpansive mappings is
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the class of asymptotically nonexpansive mappings introduced by Goebel and Kirk (1972). Let
K be a nonempty subset of a real normed linear space E. A mapping T :K — E is called

asymptotically nonexpansive .Goebel and Kirk,(1972) if there exists a sequence (K, hK, >1,

such [im k,,=1 and [ T"X=T"y|I<K, || X=y| holds for each x, ysk  Many authors have

studied the problem of approximation of fixed points of asymptotically nonexpansive maps
(see, e.g.Berinde (2007 ), Chidume (2009), Chidumeetal(2003),Kang etal (2009),Schu (1991)
and the references therein).

A monotone mapping A:H —H s said to be maximal if the graph G(A) is not properly
contained in the graph of any other monotone map, where G(A) :={(x, y)sH xH : y e Ax} for

a multi-valued mapping A. It is alsoknown that A is maximal if and only if for
(X, y) eHxH,<x—y,f—-g>>0

for every (x,y) e G(A) implies f e Ax. Let A be a monotone mapping defined from K into H
and N, beanormalconeto Kat geK i.e.,

NKq:{pe H:(g—u,p)>0,Vue K} Define a mapping M by

_ JAq+NKqg,qeK
ek

Then, M is maximal monotone. Furthermore, X" €M ™(0) & X" eVI(K, A) see, for example,

Rockafella (1976).Computation of fixed points is important in the study of many problems
including inverse problems. For instance, it

can be shown that the split feasibility problem and the convex feasibility problem can both be
formulated as a problem of finding fixed points of certain operators. In particular, construction
of fixed points of nonexpansive mappings is applied in image recovery, signal processing and
in transition operators for initial value problems of differential inclusions (see, for example,
Byrne (2004)).

Finding a common element of the set of fixed points of nonexpansive mapping and the set of
solutions of variational inequality problem has been studied extensively in the literature (see,
for example, liduka and Takhashi (2005)) and the references contained therein).

Let o:K —>9%RU(+0) be areal-valued, proper, lower semi-continuous and convex function
and A:K — H be a nonlinear mapping. Suppose F:K xK — Ru{+c} is an equilibrium
bifunction, that is, F(x,x)=0vxe K. The generalized mixed equilibrium problem is to find
xeK, (see, e.g., Zhang (2009)) such that

F(x y)+@(y)—g(x)+(Ax,y —x) > 0vy € K (1.3)
We shall denote the set of solutions of generalized mixed equilibrium problem by GMEP. This
GMEP: = {x* eK: F(x*, y)+go(y)—go(x*)+<Ax*,y—x*> >0Vy e K}.

The generalized mixed equilibrium problem is a unifying problem for many important problems
such as fixed point problems, optimization problems, variational inequality problems, Nash
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equilibrium problems and so on (see e.g Blum and Oettli(1994),Wu and Cheng (2013),
Combettes and Hirstoaga (2005),Liu (2009),Moudafi (2008),Punpaeng and plubtieng
(2008),Takahashi andTakahashi (2008),Wangkeeree (2008)) and the references therein). Some
methods have been proposed to solve the generalised mixed equilibrium problem (see e.g.,
Zhang (2009) and the references therein).

For solving the generalized mixed equilibrium problem for a bifunction F: K x K — %, let us
assume that F,o and K satisfy the following conditions:

(Al) F(x, x):OfOf' all x e K;

(A2) F is monotone, i.e., F(y,x)+ F(x,y)<oforall x,y,eK;

(A3) For each x,y e K, limsup,,,F(tz+(L-t)y, x)< F(x, y)

(A4) For each xe K, y+s F(x,y) is convex and lower semicontinuous;

B1) For each x& H and r > 0 there exist a bounded subset D, of K and yx e k such that for
( y

any ze K\ D,

F(z,y)+¢(y)—gp(z)+%<yx—z,z—x><0; (1.4)

(B2) K is a bounded set.

Several weak convergence results have been proved for finding a common element of the set
of fixed points of nonex-pansive mapping and either the set of solutions of equilibrium problem
or the set of solutions of generalised mixed equilibrium problem in certain Banach spaces (see
e.g.,Wattanawitoonetal (2010),Sombutand plubtieng (2010) and the references therein).

In order to obtain strong convergence results for finding a common element of the set of
solutions of equilibrium problem (or generalised mixed equilibrium problem), variational
inequality problem and fixed point problem, many authors have obtained their results using the
hybrid method of cq@ algorithm and viscosity approximation methods (see e.g., Kang et al,
Wattanawitoon(2010), Takahashi and Takahashi (2007) and the references therein). The cQ
method involves the computation, at each step of the iteration process, two convex subsets C
and @Qof H, computation of ¢ ~Q and projecting the initial vector onto ¢ ~ Q. This is

certainly not convenient to implement in application.

In Shehu (2011) , the author introduced an algorithm which does not involve either the cQ
algorithm or the viscosity approximation method and proved strong convergence of the scheme
to a common element of the fixed points set of a nonexpansive mapping, the set of solutions of
a variational inequality problem for a x— Lipschitzian, relaxed (1,,)—cocoercieve mapping
and the set of solutions of a GMEP in the framework of Hilbert spaces. He proved the following
theorem.
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Theorem (Sh (2011)© Let K be a closed convex subset of a real Hilbert space. H. let F be a
bifunction from K x K satisfying (A1) —(A4),90: K >=Uf+0} be a proper lower
semicontinuous and convex function with assumption (B1) or (B2), let A be a x -Lipschitzian,
relaxed (4, ,) - cocoercive mapping of K into H and y be an & -inverse, strongly monotone
mapping of K into H. Let T be a nonexpansive mapping of K into H such that
F:=F(T)NVI(A K)NGMEP = ¢. Let {xn}:gl be generated by x, K,

Yo = Pk [(1_an )Xn]
u :Trn(F'(p)(yn_ran) (15)
Xi1 :(1_ﬂn )Xn +ﬂnTPk (Un _SnAun)

n

for all n > 1, where {ar, }oo, are sequencesin [0,1] (s, ) oo, {r, } oo = (0,00) satisfying:

n=1

@) lima, =0,Y @, =
n-1

n—oo

(i) 0<liminf B, <1(iii)0<c<r, <d <2, lim |r,, r|=0

n—o N—w

2
(iv)0<ac<s, §b<2(7_—fﬂ), limls, +1-s,|=0,

/l nN—oo
Then {x, }og1 convergesstronglyto z ¢ F.

We observe that under the hypothesis of theorem, the map | =S, A is a strict contraction.
Consequently, the map Py (| —SnA) is also a strict contraction, by the Banach contraction
mapping principle, Py (I =S,A) has a unique fixed point.

Furthermore, it can be shown that A is & - strongly monotone, for some s >0, using the
assumptions on A. Hence A is u— Lipschitzian and & - strongly monotone. It is well known
that with such a map, X'VI(K,A) & x* =x" =P, (I —s,A)X’. Hence, the solution of
VI(K,A), under the setting of theorem sh is unique. So VI (K, A) is a singleton which implies

that F is a singleton and there are simpler algorithms than the one studied Shehu for
approximating such a solution, (see e.g., [6], chapter 7).

In this paper, we introduce an iterative scheme for the class of asymptotically nonexpansive
maps and prove strong convergence of the sequence to a common element of the set of fixed
points of asymptotically nonexpansive maps, the set of solutions of variational inequality
problem, and the set of solution of generalized mixed equilibrium problem in a real Hilbert
space.

Our result improve significantly the theorem of Peng et al, Wu and Cheng (2013) (Corollary
3.3), extend those of Shehu (2011) , pubtieng and sombut (2010), and Sombut (2010), and a
host of other authors from the class of nonexpansive maps to the more general class of
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asymptotically nonexpansive maps. Moreover, the condition Iim|sn+1—sn|:0 imposed in

theorem Sh is dispensed with. Furthermore, our iterative scheme does not involve the cQ

method, and the conditions imposed on the operator A do not make the set VI(K, A) a singleton,
which is the case in theorem Sh.

Preliminaries

Let H be a real Hilbert space with inner product <.,.> and norm | || | and let K be a nonempty
closed convex subset of H. For any point u ¢ H, there exists a unique point p_u < Kk such that

Ju—=Peu|<u-y|vyeK. (2.1)

p.u s called the metric projection of H onto K. we know that p_u is a nonexpansive mapping
of H onto K. It is also known that p, satisfies the following inequality:

(Xx=PX,Px—y)>0 (2.3)

Forall y e K.
In the context of the variational inequality problem

X'eVl (K, A)e X' =R, (X' —2Ax VA >0,
In what follows, we shall make use of the following lemmas.
Lemma 2.1 (Suzuki (2005), let {X“}rffl and {y“}ﬁfl be bounded sequences in a Banach space E
and let {5,}oobe a sequence in [o1] with 0< liminf 5, <limsupd, <1. Suppose
Xn = 00X, +(1=0,)Y, for all integers n>0and  1iMsup(l| Y., = ¥y | = X;.s =%, ) <0.
Then lim|ly, —x, |=0.
Lemma 2.2. (Xu, (2002) Let {a, }rfl be a sequence of nonnegative real numbers such that

a,, < (1—5n )an +0,0,,+y,, neN

Where

(i) (6.}, = (o), im &, =0, Y5, =»

n—oo

(i) Limsup o, <o;
(i) 7,20,n>1 3%y, <+oo.Then lima, =0.
Lemma 2.3 (Chang, Zhou etal (2001)) Let E be a uniformly convex Banach space, K be a

nonempty closed convex subset of E and T: K— K be anasymptotically nonexpansive mapping,
then (1 —T)is demiclosed at zero.
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Lemma 2.4 (Lim and Xu, (1994) Suppose E is a Banach space with uniform normal structure,

K a nonempty bounded
1

subset of E and T : K — K is uniformly L — Lipschitzian mapping with L < N (E)E . Suppose

also there exists a
nonempty closed convex subset A of K with the following property (P):

x € Aimplies that @, (X) € A, where @, (X) is the weak limit set of T at X. Then T has a
fixed point in A
Lemma 2.5. Let H be a real Hilbert space. Then

Ix+y|” <|X|” +2(y, x+y), ¥ x, y e H.
Lemma 2.6. (Shioji and Takahashi, (1997))

Let (8, 8,..) 1" besuchthat # (a,)<0 for all Banach limit 4 and let

limsup (a,,, —a,)<0. Then, limsup a, <0.

N=co n=oo

Lemma 2.7 (Wangkeeree and Wangkeeree (2008)) Let K be a nonempty closed convex subset
of H and let F be a bifunction of K x K into R satisfying (Al)-(A4) and ¢: K —> R {+o} be

a proper lower semicontinuous and convex function. Assume that either (B1) or B2 holds. Let
r > 0. Definea mappingTF*) : H — 2% as follows:

TFo)(x):= {z eK:F(z,y)+ ¢(y)—¢(2)+1<y—Z,Z—X> >0ye K}
r
For all x £ H. Then, the following hold :

(1) Foreach X & H, T™? (x)# ¢;
(2) Tr(F'¢) is single valued,

3) T is firmly nonexpansive ie., foreachx, y, s H,

T(Foy T o) yH2 < <Tr(F"")x _T(Foly y>;

@) T5? =GMEP (f);

(5) GMEP (F) is closed and convex
MAIN RESULTS
We now prove the main result of the manuscript.

Theorem 3.1. Let K be a closed convex subset of a real Hilbert space, H. Let F be a bifunction
from K x K into R satisfying (Al)- (Ad), ¢: K — R {+oo} be a proper lower semicontinous

and convex function with assumption (B1) or (B2). Let A be a x -inverse strongly monotone
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mapping of K into H and ybe an & - inverse strongly monotone mapping of K into H. Suppose
T is an asymptotically nonexpansive mapping of K into K such that
F = F(T)NVI(AK)NGMEP = ¢ Letix, joo, {y, foo and {u, joobe generated by x s K,
Yn :ZFﬂ(El—'CTan]
u, = Tr,Ewa)(yn - ran) (31)
Xnyg = (l_ﬂn )Xn +ﬂnT nI:)K (un - Snsun)
For all n>1, where {an}ogl,{ g }091; are sequencesin (01), {s, | oo (r, ) oo = (0,0) satisfying:

(i). lima, =0, Zan = OO,Zaf < 0;
n=1 n=1

n—ow
(i). 0<c<r <d< 2a,!Ln30|rn+l —r|=0;

(iii)- O<a<s,<b<2y
o0

(iv) 0 <liminf B, <limsup 8, < (v) Z(kf —1)< o,

n—o n—o n=1

Then, {xb}oo1 convergesstronglytou e F.
n=

Proof.

Using (ii) and (iii), properties of A and v, respectively, it is clear that the operators
I —s,Aand | —ruy arenonexpansive foreachn>1.

Furthermore, from the recursion formula(3.1) we obtain:

Xp =X | = 0= B, N =)+ B, [T P (1 =5, A, ~T"P (1 -5, A)"]
< (l—ﬂn)|xn —x*”+ﬂnkn u, —x°

<= B, + Bk (1=, ) [x, = x|+ Bk, x|

<[p-p,+p.k A-a,)+ B,ak,]|max {xn —x"|[Ix* }

|
}

<[+ p,(k, -1) maxﬂ X"
< ];!(H(kj —1)) max mxl -X

<> 6 max ﬂ‘xl - XMXH}< 0.
ej=1

X, —x*‘

*

X

Hence, (Xn) is bounded. Consequently (yn), {Un} and AU, are bounded.

Step 1. We prove that lim |u, —y,|=0. Set P, : = P (u, —s,Au, ). Then.
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[Posa =Rl < s =] (3.2)

Fromu, =T,"*/(y, —r,wy,)and u,, =" (y,, — 1., )and using Lemma 2.7 (2), we
obtain:

F(u,y)+o(y) - o(u,) + (w,y—u,)+ (3.3)

%(y—un,un—yn>zov y ¢ K,and

n

1
I:(un+l’ y)+¢(y) _¢(un+l) +<Wyn+l’y_un+1> + r_<y —Uyn Uy — yn> 2 Ovy eK (34)

n

Substituting Y =U,4in (3.3) and Y = U, in (3.4), we have

1
F<un,+l’un)+ ¢(un) _(D(Un+1) + <l//yn'un - un+1> +r_<un+l _un,’un+1 - yn+1> > 0. (36)

n

And hence,

r
0< <un - un+l,rn( n+l lr//yn)—'— _n(un+1 - yn+1)_ (un—yn )>

n+1

n+1

r
= <un+l - un,un - un+1 + (1_ r_nj(unﬂ - yn+1)+ (yn+1 - r-nl//yr1+1) = (yn - ran )>

It then follows, using nonexpansivity of = (| - fnl//) that,

r
=l < = = ol o= )

n+1

and so we have

Jupa —ug < -

n+l

”U n+l yn+l|| + ||yn+1 - yn ”’

n+1

and using condition (ii) of Theorem 3.1, we get

1
||un+1 - un” < _|rn+1 - rn |||un+1 - yn+1|| + ||yn+l - yn”

n+l (37)
< M1c-1|rn+1 - rn| +||yn+1 —Yn ”

Form>1setz =T" P,.N=1.Then, using boundedness of {Zn}and inequality 3.7, we get:
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_Tmpn

|20 — 20| = HT"‘Pn

n+l +1

< km||yn+1 - Y ” + klic*1|rn+l - rn|
< km ”(1_ Any )Xn+1 - (1_ a, )Xn ”
+k, My r

< km||xn+1 — X, " + kman+1||xn+1||

(3.8)
r|

n+

+ K@y [ X, |+ KMl = 1|

n+1
Hence. limsup(|z,., — 2, ]| —||X,., — x,|)<0. Using this and lemma 2.1, we get lim|z, —x,| =0.
Thus,

—X,||=limB,|z, —x,||=0.

Iim||x
n—oo

n+1
Using (3.7), we have, since [[Y,; — Yo| <[(L— cty Xy —(L— 2, )X, | >0 @SN > 00, that
lim|u,,, —u,| =0. (3.9)

Consequently,

Ilm”pml_ pn”:O (310)

Let X ¢ F and let {Tm}o_o1 be a sequence of mappings defined as in Lemma 2.7. Then we have

X =Py (x* -S Ax*): T o) (x* nZe ) For each n >1, using the fact that i and A are inverse

strongly monotone, we obtain

u, _X*HZ _ Tr(nFY(p)(yn _ ran)_Tr(nF’(p)<X* B rnwx*y
= <|(1=ry)y, -(1 -1y )X’ ’
2 2
=|Yn —X*‘ — rn(2a—rn)‘wyn —WX*H

And

P, _X*HZ < H(I _SnA)un _(I _SnA)X*H2
‘2 -s,(2, —snXAun - AxH2

Furthermore, using the convexity of ||||2 we obtain

<

Yo =X
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me - x*H2 = H(l—,Bn Nx, —x* )+ B,(T"P, - x*]‘z
<@g %X+ k2P, x|

< (1—ﬁ’n1 X, — X*HZ +f k?
+pkis (s, -2, v, - A

< Hxn - X*HZ +,Bn<kf —1}‘xn -~ x*H2 + Zanﬁnkfuxn — x*H||xn [
X BRI - Bk, (2, s, )

This implies,

X, X"

2

X, — X" —a,X

n

2
Au, - AX|".

ﬂnkf((zﬂ —sn]‘Aun - AXHZ) <%, = Xpa M,

+(k2-M; +a, M,

Where

M, = suplfe, ~x [+ = [} My = supl, |
And

M, = Sl:p{Z,Bnkn2 X, —X ||xn||+,8nk§an||xn||2},
Using condition (iii), we have

,Bna[(Zﬂ —b)|Au, - Ax*”z) <[[%, — XM, (3.12)

+ 8,k 1M, +a, M,

Taking limsupas n—ooin (3.11) and using the fact that

a, »>0asn—o,|x,., —x,|>0asn—ow, ki -1—->0asn—o and condition (iv), we get

HAun —AX*H—>O, as N — o0 moreover,

Xpa _X*HZ < (1_18nxxn _X*HZ +ﬂnknz
< (1_ﬂn)‘xn _X*Hz +ﬁnknz(
< (1_16n)‘sn _X*Hz +ﬂnk§[

<[+ p, (k2 -1)

« 112
P, — X H

Ya _X*Hz _rn(za _rnj

2
vy, — x| ]

*2 *
X, — X H +2a,|X, — X

o+ @l ) - Aok @, =l - v [

Xp — X*HZ +anM4 _(20: - IFn)ﬂnknzrn W _WX*HZ'
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Hence, AK:T,(2,-r.)
condition (ii) that
pel2a—d)

Taking limsup as N— ®in (3.12) and using the fact that
a, >0asn—oo,|x,, —x | —>0asn— ok’ —1—0asn— oo and condition (iv), we get lim

l//yn—v/X*HzSHXM—XnHMﬁ(kﬁ ~1M, +a,M,. This implies, using

o~ <[ =M + (6 LM, + oM, (3.12)

W, —WXH =0. furthermore, using Lemma 2.7(3) and nonexpansivity of (| -y ) we have:

«||2
u,-x| <

’Tr(nFW)(yn - ran )_Tr(nFW)(X* - rnWX* 1‘2
< <(yn - rn://x*)—(x* - rnx//x*),un - x*>

-

w12
un—x“—

A A7

(v, —r,)- (¢ =)=, —X*MZ)

S%( Yn _X*“+ u, _X*“Z)_%[ (yn _un)_rn(wn _V/X*}‘Z)
=%( Yo _X*Hz + U, — X*Hz)_%”un - yn”2 + I’-n<yn —U,, WX, _WX*>_%rn2 W, _WX*“ZJ
And hence,
u, _X*HZ < Yn _X*HZ _”un - yn||2 +2rn<yn —U,, ¥y, _l//x*>_rn2 W _l//X*HZ
p 2 ) (3.13)
< Yo =X H _”un - yn” +2rn||yn _un” Wy, —y¥X H
By convexity of | || |2and using inequality (3.23), we have
X, — X*HZ < (1—ﬂn)(xn - X*HZ + B kZ|u, —X*HZ
<|x, —X*HZ +(kf —1)M3 +a,M, —ﬁ’nkn2||un - yn||2
+2r |y, —u, vy, —y/x*H.
Consequently,
ﬁn”un - yn”2 < Xy — X*HZ —|[Xns1 _X*Hz -I_(kn2 _1)M3 (314)

+a,M, +2d|y, -u,|

W, =y
Taking limsup  as n— o0 in (3.14) and using the fact that

a, »0asn—ow,x, —x,| >0asn—wk:-1—>asn—w and condition (iv), then

lim|u, —y,||=0, completing step 1.

N—0c0
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Step 2. We show that lim|u, — p, | =0.Using the nonexpasiveness of (l —SnA) and inequality
(2.2) we have:
Ip, =X = H P (U, —s,Au, )— P (x" —snAx*M2
< <(url —s, Au,)— (x* - snAx*)PK (u, —s,Au,)- x*>,
_ 1(
2
~|(u, —s,Au, ) +HPK (u,—s, —s,Au,)- X*H2
< 1(
2

—u, =P (U, —s,Au, ) +2s,(u, —s,Au, ), Au, - Ax>
)

*||2 2
u, —X H _”un - pn”

+2s,(u, =P (U, —s,Au, ), Au, — AX) =5, ?

(u, —s,Au, )—(x" —snAx*M2 + [P (u, -s,Au,)- x*HZ

’ +HPK (u, —s, Au)— x|’

u, —x*‘

2
_Sn

Au, —ax*‘

Therefore,

%12
pn_XH <

i (3.15)
Au, A

Hence, we have using inequality (3.15) and the fact that ||un — x’*||2 < ||xn —x" —a, X, ||2 that

||Xn+l _X||2 < (1_ﬂn)‘xn - X*Hz +ﬂnknz P, — X*HZ

X, — X*HZ +ﬁn(kn2 —1}

*||2
< X, =X|

2

+2anﬂnknz X, _X* ||Xn||+ar?ﬂnknz||xn”2 _:Bnknz”un - pn”
* *12

+ anﬂnknz<un - p,, Au, — AX >—ﬂnkfs§ Au, — AX ‘

<Ix, —x" ‘2 +,Bn(kn2 —1)M3 +a, kXM,

_ﬂnkrfnun - pn”2 +23n/Bnan||un - pn” Aun - AX*H'

Since lima, =0, lim|x,., — x| =0, lim(k? —1):O,Iim||Aun—Ax*”:Oand condition (iv), we

obtain lim|u, — p, [ =0, completing step 2.
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Step 3. We show that !LT”X - =0.
n— Xn+1 n+1 T

<%, = %o+ L= 5, )| ~T"x,

<%y = X+ @ ﬂ)| T ||+ Bk, x||

<[%, = Xpal+ =B %o =T "%, |+ Bk Py =%,

+ Bokallya =

<%y = %ot +(1—ﬁn)| =T, KallPn = Val

+ f.o K |IX, ||,

So that:

1
< ,8_{“)(n - Xn+l||+ankn|| Ph— Y ||+IBnan "Xn”}

Since from step 1 and step 2, lim|p,-u,|=0,andlimlu,—y,|=0, we have that

lim|p, — y,||=0. Thus,
lim|x, —Tx,|| = 0 completing step 3.

Step 4. We prove that lim|x, —Tx,[=0

n+l nel Xn
X1 = TX|| Xt =T "%, +{T "%,
X 4= "X, =X,
X, — H "X, T X,
+HT"'X + nl—x||]
<[ Xoea =T "o+ Ko [%, = X
T "Xy = XX = X
Thus, ,!LT”XM —Tx,|=0. Hence
[0 =0l < X =X s -
Completing step 4.

As {x, } i bounded, there exists a subsequence {xnj} ooOf {x, }oo such that {an}oo converges

weakly to some u ¢ K
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We show that u ¢ F.
(1) We first show that u ¢ G M E P. Since

u, ::TrE]F"”)(yn -, ), n>1 we have for any y ¢ k that
1
(U, y)+ 0(y)= () + (0, y =) + (Y=, -y, )2
Furthermore, replacing N by nj in the least inequality and using (A2), we obtain:

1
co(y)—ﬁo(unj)+<an’y‘“nj>+r_m<y_“”i’“"1 V) (3.16).

2 F(y’unj)

Let Z, :=ty+(1-t)uforall t » (0,1)and y & K . This implies that Z, € K . Then, by (3.16), we
have

<Zt —Uy 1V/zt> 2 (unj )_¢(Zt )+ <Zt —Uy 1‘/’Zt>

—(zt —unj,z//ynj)—<zt —unj,M>+ F(zt,unj)
I

r.

n

= (/)(Unj )_¢(Zt)+<zt —Upy ¥y _an>
+<Zt _unj7an _‘//ynj>_<zt _unj 'un:,i>
nj
+ F(zt,unj)

Since

Yoj — Uy —yu;| —>oo. Furthermore, by the

monotonicity of v, we obtain (z, —uy,yz, —yuy ) > 0. Also,
[%: =l <[un =YY =] =0
Implies that {Unj }converges weakly to u. then, by (A4) we obtain as j — oo,
(2.~ ) 2 plu)- (2, )+ F(z,u) (3.47)
Using (Al), )A4) and (3.17) we also obtain

0=F(z,2)+¢(z,)-0(z, )<tFIZt,YI+(1—t)F(Zt,U)Hco(y)
( t)o (U)-o(z,)+tez, -
<t[F(z,y)+oly)- ()]+( thz, -uyz,)
=t[F(z,,y)+oly)-ol(z )]+ Q-t)t (y-uypz,)

And hence
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O<F (zt,y)+¢)(y)—¢(zt)+(1—t)<y—u,v/zt>

Letting t — 0, we obtain, for each y ¢ K,

0<F(uy)+oly)-plu)+(y-uw)
This implies that u s G M E P.
(i) Next, we showu & VI (K, A). Put

_ AW+ N w, wek,
g weK.

Since A'is u - inverse strongly monotone, it is monotone. Thus, M is maximal monotone, (see

Rockafelalr(1976)). Let (w,,w,)e G (m). Since W, —AW, ¢ NW, and p, € K, we
have

(W, — p,, W, — Aw; ) > 0.

On the other hand, from P,=P.(I-S AU, and inequality (2.3), we have

n

<wl - P, P, —(I —snA)un> >0 and hence <w1 - P, Potly | Aun>20, It follows from inequality
s
(3.19) with n replaced with njand the monotonicity of A that.

< pnj ’W2 pnj ’ AW1> < pnj ! Aa)l>

pnj n'
pn] ! _ unj
pnj - unj
< an,AW - S _Aunj>
nj

<w1 Poys Ao, — Apnj>+<w1 — Py AP, — Aunj>

pnj _unj
_<W1 - pnj, S
nj

Pnj —Up,
2<W1_ pnj’Apnj _Aunj>_<wl_ pnj’ J >7

Which implies by step 2 and U, —>U(J —>00) that < —Uu,W. >>O.So, we have U e M ™0 and

hence u s VvI(K, A).
(iii)  We now show that u s F(T) Using lemma 2.3, we obtain, since T is asymptotically

that u & F(T).

nonexpansive,

nj
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(IV) Now we prove that lim sup<— u, X, —u> <0.

n—oo

Define a map
¢:H — Rby ¢(x):= u,[x, = X|° ¥ x & H. Then, ¢(x) > o as (x) — oo, ¢ is comptinous

andconvex, so there exists Y &Hsuch that ¢(y*)=minWEH #(W). Hence, the set

K':={xeH:g(x)=min,_, ¢W); #4. We shall make use of lemma 2.4. if

x & Kand y*:=w-T"X, for some mj, j — oo, then using the weak lower semi-continuity of
g and lim|x, —Tx [=0,we  have (since  lim|x,—Tx,[=0 implies  that

lim

n
X, —T"X,

=0,m >1(by induction):

ly")<liminf ¢ (T™;x)< limsup g(T ")

joo m—>o0
. mo 2
=limsup| g, [x, - T XH
m—oo
H m m m 2
:Ilmsup(,un X, —T"X, +T"x, =T xH
m—oo

< lirrpsogpﬂlun " )= plx)=min,,.., 6(w)

By lemma 2.4, K" NF(T)#¢. Assume that Y =usK NF(T). Let t&(0,1). Then, it follows
that g(u)< #(u—tu) and using Lemma 2.5, we obtain that

%, —u+tu]” <|x, —ul* +2t{u, x, —u +tu)
Which implies that

o {—U, X, —Uu+tu) <0.
Furthermore, we obtain, as t — O,
Hence, for & > 0, there exists ¢ >0 such that vtg(0,s) and for all n>1,

(—u, X, —U) < g1, (—U, X, —U+tu) +e<e
Consequently,

Ha{—U, X, —U) < g1, (—UX, —U+tU) + <.
Since ¢ is arbitrary, we have

Ha{—U, X, —u) <0.

' n
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Furthermore, since limx,,; —x,| =0, we also have:

limsup ((—u, X, —U)—(—U, X, —u>)s 0,

n—o0o

From the recursion formula (3.1), we have:

%2 =0l < @= Y, —ul + Bk oy —ulf
<@, o~ + B K3y, ~ulf
< (=B, )%, —u[* + B.k? [(l—an Jix, —ul
+2a, (uu—x, )+ a2[x,|’

<{l-a, Bk ), ~ulf +a,Bk[2(~u,x, —u)]
+ [arf + (krf —1)]M ,

where M = supm{kﬁ”xn”2 + B, —u||2} Using Lemma 2.2, we get that X, converges
strongly to u ¢ F. This completes the proof.

Corollary 3.2. let K be a closed convex subset of a real Hilbert space H. Let F be a bifunction
from KxK into R satisfying (Al) — (Ad), »: K — R {+ oo} be a proper lower semicontinous

and convex function with assumption (B1) or (B2), A be a  -inverse strongly monotone
mapping of K into H and w be an & -inverse strongly monotone mapping of K into H. Let T
be a nonexpansive mapping of K into itself andlet {x, } 0, {y, }oo and {u, }091 be generated by

X, € K,

u, =Ty, —rwy,) (3.20)
oy = (1_ﬁn)xn +ﬁnTPK (un _SnAun)

For all n>1 where {an}ogl, {ﬂn}ogl are sequences in [0,1], {Sn}og — (0, 0) satisfying:

(i) lime, —OZa =0,

n—ow
n=1

(ii) 0<c<r, <d<2a, I|m| —r.|=0;

n+l

(iif) 0<A<s, <b<2u;  (iv)0<liminf 5, <limsup 5, <1. Then {x }oglconverges

n—oo

strongly to u ¢ F.

Application

We now study the following optimization problem:

ming(u) (4.1)
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Where K is a nonempty closed convex bounded subset of a real Hilbert space H and
@: K —>=U{+oo} Is aproper lower semicontinuous and convex function. We denote the set of

solutions of problem (4.1) by D. Let F(x,y)=0,Vx,y& K, T =1andy =0 in Theorem 3.1. it

then follows from Theorem 3.1 that the iterative sequence (X,) generated by
Y, = Pk[(l_an )Xn]
. 1 2
u, :argmmué{(p(u)+?||u—yn|| } (4.2)

Xny = (1_ﬂn)xn I:)k (un -5, Aun)

For all n>1, where e, joo, {8, }oo , are sequences in [0,1], {s, } oo {r, }oo = (0,00) satisfying:

n=1 1 n=1,

(i) limar, =0, a, =o0;

n—o0 s
(ii) O<c<r,<d <2¢limlr,,, —r,|=0;
iy  O0<a<s <b<2y;

(iv) 0 < liminf g, <limsup 8, <1 converges strongly to an element of vi (K, A) ~ D

n—oo

Furthermore, let F(x,x)=0,vx s K, T=1, A=0andy =0 in Theorem 3.1, it follows from

Theorem 3.1 that the iterative sequence (Xn)generated by
Y, = Pk[(l_an )Xn]
. 1 2
u, =argm|nm[(p(u)+?||u—yn|| } (4.3)

Xn+1 = (1_IBn)Xn +ﬂnun

Where (i) lime, =0,) a, =

n=1

(i) 0<c<r,<d< 2a,ll1i_>rg|rn+l—rn| —0.

(iii) 0<Iliminf g <limsup g, <1converges strongly to an element of D.

n—oo

r
Remark 4.1. Let Abe a 4 — Lipschitzian and relaxed 1,5 - cocoersive map with 4 <—; . Then
U

. . : r . . .
Ais O - inverse strongly monotone with o = [—2—/1] . In this case, the assumption that A is
MU

O - inverse strongly monotone is weaker than the assumptions that A is  -Lipschitzian and
relaxed (4,y)—cocoersive imposed in theorem Sh.
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Remark 4.2. All the results of this manuscript were obtained without using the cQ method
which is not convenient to implement in any possible application, and has been studied by many
authors to prove their results.

Prototypes. The prototypes of our iteration parameters are:

d

,and
2(n+2) an

a, ::l,nzl;ﬂn ::l[L n=Lr =24
n 2\n+1 4

7

74 o)
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