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ABSTRACT 

Loan default prediction is a crucial task in the lending industry; it helps financial institutions make 

informed decisions about granting loans. It is usually a daunting task for the bank or financial 

institution to predict customers who will default on a loan especially when there are thousands of 

applicants. This loan default prediction system aimed to improve the Area Under the Curve (AUC) 

score. This loan default prediction system used various data sources, such as demographic 

information, credit history, and financial performance to predict the likelihood of a loan being 

defaulted. The system used a random forest (RF) machine learning algorithm to analyze the data 

and build predictive models. The model was then used to make predictions about new loan 

applicants and existing borrowers who may default in the future. The system can be customized to 

meet the specific requirements of different lending institutions. The system enables lenders to make 

better decisions on loan approval, interest rate determination, and credit risk, management. The 

loan default prediction system also provides insights into risk factors that contribute to loan default 

and helps lenders develop effective strategies to mitigate these risks, making it an indispensable 

tool for lenders. The resultant system achieved an improved AUC score of 98%. 

Keywords: AUC score, Loan Default, Loan Processing, Predictive Model, Random Forest 

Algorithm 

 

INTRODUCTION 

Loan processing is a crucial issue faced by 

banks in recent years. It is a way of checking if 

a customer will default on a loan in the process 

of repayment, and this knowledge will 

determine if a loan should be granted to the 

customer or not. Many financial institutions or 

banks approve and disburse loans following a 

long authentication and validation process, but 

there is no assurance that the selected candidate 

is the most eligible of all applicants (Purohit et 

al., 2011). Through this process, the bank 

minimizes the losses that could be incurred 

from defaults, hence increasing the profit 

generate from the interest from the loan. Loans 

produce the largest income but constitute a huge 

risk and exposure. In order to fund viable 

projects, banks mobilize deposits and create 

loans. When loans are of good quality, they 

generate revenue for the bank and at the same 

time help to stimulate economic growth 

(Hussain and Shorouq, 2014). In finance, a loan 

is the lending of money by one or more 

individuals, organizations, or other entities to 

individuals etc. In a lot of instances, the lenders 
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usually add some charges called interest to the 

amount borrowed which the debtor must pay 

while repaying the amount borrowed. The 

repayment of this loan by the debtor is usually 

within a fixed time frame maybe months or 

weeks. At times the debtors do not pay their 

loan as at when due, resulting in a loan default. 

This leads to loss of money on the part of the 

lenders due to the fact that the debtors might 

end up not paying part of the loan taken. Loan 

defaulting is a major financial risk for the 

finance industry as it harms the interest of the 

financiers and destroys social trust (Twala, 

2010). Due to loss on the part of the lender 

(usually financial institutions) there has been 

efforts to forecast the outcome of a loan before 

approval to curb instances of bad debts. In 

recent times, with the introduction of new 

technologies data is been generated with every 

click, and data scientists have been researching 

and making progress in the finance and banking 

field (Hamid and Ahmad, 2011). Research has 

been carried out to build systems that will 

predict if a customer will pay back his/her loan 

on time. Before now when the applicant filled 

out a form to get a loan from the bank, the 

customer's credit score history was usually 

analyzed by the loan officers together with 

other things like the amount to be loaned, the 

salary of the applicant, reason for applying for 

loan, amount in the bank currently, and also if 

the customer is on any loan when he is applying 

for the new loan, with all this process it was 

usually time consuming and tasking, especially 

when the number for loan applicants are more. 

Currently with a lot of data been generated on 

daily basis and with the aid of machine learning 

algorithms, the processing of loan gets faster 

and more efficient, saving losses as incidence of 

bad debts are reduced. The traditional system 

becomes slow as compared to what the speed, 

and accuracy we could get with the help of 

machine learning. 

LITERATURE REVIEW 

Almamun et al. (2022) adopted six different 

machine learning (ML) algorithms to predict if 

a loan applicant is eligible. The ML algorithms 

include Random Forest, Adaboost, XGBoost, 

Decision Tree, K-Nearest Neighbor and 

Lightgbm. The algorithms were trained with 

secondary data obtained from kaggle website, 

the dataset contained 10,128 applicants, 23 

attributes and 1 class attribute. The data was 

preprocessed using missing value handling, 

feature extraction and categorical variables 

transformation. The adopted the hold-out 

approach to validate the dataset, where 70% of 

the data where for training the algorithm and 

30% was for testing. With this approach, the 

performance of all six machine learning 

algorithms that were adopted for the work were 

evaluated under the metrics of precision, 

accuracy, recall, F1-Score  and Area Under 

Curve (AUC). Of which the Lightgbm recorded 

the highest accuracy with a score of 0.9189, and 

decision tree had the lowest accuracy score of 

0.8497. In addition to the evaluation of the 

models in terms of accuracy, the models were 

also evaluated using the AUC metrics, and 

AUC graphs were produced for all six 

classification algorithms. The Lightgbm 

outperformed other ML algorithms with an 

AUC score of 75%. Based on the result from 

the test data, it was concluded that applicants 

with low credit score should be denied access to 

loan facility as they have a high probability of 

defaulting. The results showed that applicants 

with high income, requesting for small loan 

amounts were ideal applicants to be granted 

loan. Their study showed that data features such 

as gender and marital status were not 

determining factors for the prediction output.  

Wu, W. J. (2022) applied the random forest 

algorithm and the XGBoost algorithm to build 

prediction models. Dataset was obtained from 

Imperial College London, the dataset contained 

a total of 105,471 records and 778 features.  

The work employed the variance threshold 

method at the feature engineering stage, where 

unimportant features were filtered out of the 

dataset. Variance inflation factor (VIF) was 

used to measure multi core linearity of the data 

set. The pre-processed dataset was randomly 

separated into 80-20 proportion, where 80% 

was the training dataset, and 20% was the test 

dataset. The model demonstrated that though 

the random forest and the XGBoost algorithms 
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are decision tree algorithms, the random forest 

model recorded a prediction accuracy of 

0.90657, while XGBoost was 0.90635. The 

result indicated an insignificant accuracy 

between the two decision tree algorithms. The 

study was able to demonstrate that the random 

forest as well as the XGBoost algorithm are 

suitable algorithms for loan default prediction. 

Uwais & Khaleghzadeh (2022) implemented 

the machine learning (ML) algorithms preset on 

the Sparks Big Data Platform, to build loan 

default prediction models. The work applied six 

different supervised ML classification 

algorithms to predict loan default, they include; 

Decision Tree, Logistic Regression, Gradient 

Boosted Tree, Random Forest, Linear Support 

Vector Machine, and Factorization Machine. 

Secondary dataset was adopted from Kaggle 

website, the dataset contained 640,000 instances 

and 14 features. The dataset was randomly 

separated. Income was plotted against education 

using a scatter plot to identify correlation 

between these two features of the dataset, using 

the pandas matplotlib function of the python 

language, available on Spark. A positive 

correlation was seen between applicant’s 

educational level and income, because as level 

of education increases, the income increases. 

The work adopted several histograms to 

visualize the information from the dataset based 

on minority and gender status. Data was pre-

processed by removal of null values and 

adjustment of attribute data type. The pre-

processed data was further prepared using the 

steps of feature selection, addressing class 

imbalance problem, converting categorical data 

to numerical data, and randomly splitting data 

in 70% training and 30% test data. The six 

supervised ML algorithms present on Spark 

MLib were applied to the training data, and 

used to train the models, while the test data was 

used to evaluate the model. Of all six ML 

classifiers, the decision tree and random forest 

demonstrated best performance with receiver 

operating characteristic (ROC) curve score of 

99.56%, recall 99.2%. F-Score 99.5%, and 

precision 99.8%. The work demonstrated 

success in classifying loan defaulters in one of 

the available two classes.  

Huang et al. (2023) attempted to increase the 

percentage accuracy of predicting loan defaulter 

by adopting the ensemble learning 

algorithm.The paper selected Adaboost 

algorithm as best performing model for loan 

default prediction. Secondary dataset was from 

the credit platform provided in a Tianchi 

competition. The dataset originally contained 

1.2 million records and 47 data features. 

However, considering time factor in processing 

the huge dataset, a total of 100,000 records 

were randomly selected for the purpose of 

model building. The data was cleaned for 

missing values and outliers, and the feature 

selection technique was adopted to select 

relevant features from irrelevant features. At the 

model construction stage, the initial value of the 

parameters and the tuned values were 

tabularized in the work. The proposed model 

recorded an accuracy of 88%. 

Li et al. (2021) aimed to improve prediction 

accuracy by using the blending method to fuse 

3 models; Random forest (RF), CatBoost and 

Logistics Regression (LR). The blending 

method involved training a new learner, and the 

model of the blending method was a two-layer 

framework. Loan data was obtained from a 

lending club for Q4 2019, as made publicly 

available on kaggle website. The data contained 

128,262 records and 150 attributes, however, 

over 40% of the data was removed as they were 

insignificant to the study. The adaptive 

synthetic sampling approach (ADASYN) was 

adopted to address class imbalance problem of 

the dataset, and solve the problem of 

performance degradation due to data imbalance. 

The RF, CatBoost, and LR served as benchmark 

to the proposed fused model. Validation metrics 

of accuracy, roc curve, F1-score and recall, 

demonstrated that the fused model 

outperformed the other three individual models. 

Odegua (2020) adopted the Extreme Gradient 

Boosting (XGBoost) to build a predictive model 

to predict loan defaulters. They obtained dataset 

from Data Science Nigeria, hosted on Zindi 

platform. The dataset contained 26,897 records 

and 31 attributes, which underwent data pre-

processing and wrangling stages, before being 
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used for training with the XGBoost classifier 

algorithm. The system was implemented with 

python programming language, and the 

classifier was trained on the cleaned dataset, 

using the good_bad_flag feature as target. Five 

metrics; Recall, Accuracy, F1-Score, ROC 

value, and Precision were used to evaluate the 

model. 

Literature Review has shown several attempts 

made by researchers to improve the accuracy of 

predicting loan defaulters automatically. 

MATERIALS AND METHOD 

The Dataset used in the loan default prediction 

dataset was compiled by M. Yasser and 

uploaded to the Kaggle Data Science 

community data repository. The data contained 

148,670 thousand records and 34 features. 

The following are the processes used to build 

the loan default prediction system: 

1) Data Loading; 

2) Data Cleaning; 

3) Data Processing; 

4) Feature Extraction; 

5) Model Training; 

6) Model evaluation. 

 

1. Data Loading  

The data was loaded into the Google Colab 

environment using the read_csv method from 

the pandas library. It can be seen in figure 1. 

 

Figure1:Data loading using read_csv function 

2. Data Cleaning 

The data was cleaned from missing values, outliers, to make it fit for training, using the simple 

imputer method in the scikit-learn library as seen in figure 2. 

 

Figure 2: Data Cleaning 
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3. Data Processing 

The data was processed to remove duplicate columns or features. One-hot encoding was done as seen 

in figure 3, to convert categorical columns into numerical columns, filling those columns with 0’s and 

1’s since the random forest classifier that will be used to train on the data cannot find patterns in 

categorical values. 

 

Figure 3: Code for data processing 

4. Feature Extraction 

Some features were expunged in this phase since they had little or no effect on the target (label) or 

they were duplicates. In this phase, a total of twenty-four features were dropped, and ten remained 

as seen in figure 4. 

 

 

Figure 4: Code for Feature Extraction 

5. Model Training 

In this phase the data was fed into the random forest classifier in the scikit learn library in python. 

The data was trained using 70% of the data set. The codes nippet can be seen in figure 5. 
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Figure 5: Code for model training 

6. Model Evaluation 

The model was tested with the test dataset and evaluated using the area under the curve score, recall 

and precision. The following evaluation scores were generated as demonstrated in figure 6.  

 

     Figure 6. Code for model evaluation 

RESULT DISCUSSION 

Figure 7 shows the confusion matrix of the 

loan default prediction system. The number of 

true positives where 32,664 observations 

which implies that the number of those 

instances that will not default and were 

predicted as such were 32,664 observations. 

The true negative where 10,930 observations 

meaning the number of those instances that 

will default and were correctly predicted as 

default were 10,930 observation. Table 1 

shows some performance metrics of the 

model; such as precision, Recall, and 

F1_score.  The F1_score is interpreted as the 

harmonic mean of precision and recall, where 

an F1 score reaches it best value at 1 and 

worst score at 0. The relative contribution of 

precision and recall to the F1 score are equal. 

The F1_Score of 0.98 means that the model is 

close to being optimal. Recall is the ratio true 

positive to the sum of true positive and false 

negative. This is the ability of the classifier to 

classify all positive observation as positive, 

the recall of the proposed system is 0.9965. 

The ability of the model to classify all positive 

observation was 99.6% accurate. Precision is 

the ratio of true positive to the sum of true 

positive and false positive. It represents the 

ability of this loan default classifier not to 

label as non–default, a sample that is default. 

The precision for the trained random forest 

model is 0.9742, showing that the model 

classifies about 97 occurrences out of 100 

correctly. AUCscore represents the area under 

the curve. The AUC Score reflects how well a 

model predicts the correct category a loan will 

fall into. The Area Under Curve score for the 

RF model was evaluated to be 0.9823. This 

represents the ability of the loan default 

system to accurately make prediction, and 

gives additional indication of the quality of 

prediction made by the model. 
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Figure 7: Confusion matrix of the model 

 

CONCLUSION 

The study was aimed at achieving a higher 

AUC score by adopting the random forest 

algorithm in building the predictive model for 

predicting loan defaulters. Secondary data 

was sourced for the research, and the data 

was preprocessed, and used to train the 

algorithm. The resultant model was evaluated 

using performance metrics and area under 

curve score. The results revealed that the 

predictive system built with the random forest 

algorithm recorded high performance 

percentage both in accuracy metrics and AUC 

score. Further works can be done, in the 

aspect of creating a graphic user interface for 

the application, to make the system more 

user-friendly.  
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