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ABSTRACT 

Despite the promise of machine learning in DDoS mitigation, it is not without its challenges. 

Attackers can employ adversarial techniques to evade detection by machine learning models. 

Moreover, machine learning models require large amounts of high-quality data for training and 

continuous refinement. Security teams must also be vigilant in monitoring and fine-tuning these 

models to adapt to new attack vectors. Nonetheless, the integration of machine learning into 

cybersecurity strategies represents a powerful approach to countering the persistent threat of 

DDoS attacks in an increasingly interconnected world. This paper proposed Machine Learning 

(ML) models and a Deep Learning (DL) model for the detection of Distributed Denial of Service 

Attacks (DDOS) on network system. The DDOS dataset is highly imbalanced because the number 

of instances of the various classes of the dataset are different. To solve the imbalance problem, we 

performed random under-sampling using under sampling technique in python called random 

under-sampler. The down sampled dataset was used for the training of the ML and DL classifiers. 

The trained models are random forest, gradient boosting and recurrent neural network algorithms 

on the DDOS dataset. The model was trained on the DDOS dataset by fine tuning the hyper 

parameters. The models was used to make prediction in an unseen dataset to detect the various 

types of the DDOS attacks. The result of the models were evaluated in terms of accuracy. The 

results of the models show an accuracy result of 79% for random forest, 82%, for gradient 

boosting, and 99.47% for recurrent neural network. From the experimental results.  

 

INTRODUCTION 

Machine learning can be applied to cyber 

security for the detection of cyber-attacks 

such as Distributed Denial of Service 

(DDoS)and other cyber threats. DDoS attacks 

involve overwhelming a target system or 

network with a flood of traffic, it inaccessible 

to legitimate users. These attacks often 

employ a network of compromised devices, 

creating a distributed attack infrastructure. 

Machine learning, on the other hand, is a 

subset of artificial intelligence that involves 

training algorithms to recognize patterns and 

make predictions based on data. When 

applied to cybersecurity, machine learning 

has the potential to mitigate the impact of 

DDoS attacks (Singh et al., 2020). 

Machine learning can play a crucial role in 

DDoS attack detection and mitigation. By 

analyzing network traffic patterns, machine 
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learning algorithms can identify abnormal 

behavior indicative of a DDoS attack in real-

time. These algorithms can differentiate 

between legitimate user traffic and malicious 

requests, helping security teams respond 

swiftly to mitigate the attack. Furthermore, 

machine learning models can adapt to 

evolving attack techniques, enhancing their 

accuracy over time. This adaptability is 

crucial as attackers continually refine their 

tactics (Aladailehet al., 2020). 

One significant advantage of machine 

learning in combating DDoS attacks is its 

ability to automate the response. When an 

attack is detected, machine learning systems 

can trigger automated countermeasures, such 

as rerouting traffic, filtering malicious 

requests, or deploying additional server 

resources to absorb the traffic. This rapid 

response minimizes downtime and ensures 

that critical online services remain accessible 

to users, even during a DDoS attack. 

Despite the promise of machine learning in 

DDoS mitigation, it is not without its 

challenges. Attackers can employ adversarial 

techniques to evade detection by machine 

learning models. Moreover, machine learning 

models require large amounts of high-quality 

data for training and continuous refinement. 

Security teams must also be vigilant in 

monitoring and fine-tuning these models to 

adapt to new attack vectors. Nonetheless, the 

integration of machine learning into 

cybersecurity strategies represents a powerful 

approach to countering the persistent threat of 

DDoS attacks in an increasingly 

interconnected world (Sharafaldinet al., 

2019). 

RELATED WORKS 

Kimmi and Mrunalini (2022) propose a 

machine learning method for detecting 

Distributed Denial of Service (DDoS) attacks. 

They analyze data packet throughput to 

differentiate between regular and malicious 

events. They use CAIDA 2007 datasets and 

use methods like logistic regression and naive 

Bayes to enhance analysis. The study 

introduces two models: a mathematical model 

representing real-world systems and a 

machine learning model that learns patterns 

and improves performance. The proposed 

model aims to establish a correlation between 

request inter-arrival time and throughput. 

Additional studies on throughput are also 

conducted to detect DDoS attacks. 

The study conducted by Jiangtao et al. (2019) 

this study presents a method for detecting 

Distributed Denial of Service (DDoS) attacks 

using machine learning. The proposed 

method consists of two main steps: feature 

extraction and model identification. During 

the feature extraction phase, the DDoS attack 

traffic characteristics, which exhibit a 

significant fraction, are retrieved through the 

comparison of data packets that have been 

categorised based on predefined rules. During 

the model detection stage, the features that 

have been extracted are utilised as input 

features for machine learning purposes. The 

attack detection model is then trained using 

the random forest approach. The empirical 

findings demonstrate that the machine 

learning-based DDoS attack detection 

method, as presented, exhibits a 

commendable level of efficacy in detecting 

prevalent DDoS attacks. 

Najafimehr, Zarifzadeh, and Mostafavi 

(2023) conducted a study. This survey study 

presents a thorough classification system of 

machine learning techniques utilised in the 

detection of Distributed Denial of Service 

(DDoS) assaults. The paper examines 

supervised, unsupervised, and hybrid 

approaches, while also addressing the 

associated problems. Additionally, the 

researchers conducted an in-depth analysis of 

pertinent datasets, emphasising their 

respective merits and drawbacks. 

Furthermore, they put forth potential avenues 

for future investigation in order to bridge the 

existing research gaps within this field. This 

work aims to enhance the comprehension of 

DDoS attack detection techniques, hence 

assisting researchers and practitioners in the 
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development of robust cybersecurity 

strategies to counteract these attacks.  

In this study, Subhan et al. (2023) provide a 

machine learning pipeline designed to 

effectively tackle the problem of detecting 

Distributed Denial of Service (DDoS) attacks 

in Internet of Things (IoT) networks. The 

utilised methodologies consist of three main 

components: (i) a processing module 

responsible for data preparation in order to 

facilitate further analysis, (ii) a dynamic 

attribute selection module that identifies the 

most suitable and efficient features, hence 

reducing training time, and (iii) a 

classification module designed to detect 

Distributed Denial of Service (DDoS) attacks. 

The success of our technique is assessed by 

employing the CICI-IDS-2018 dataset and 

five machine learning classifiers that are 

known for their power and simplicity: 

Decision Tree (DT), Gaussian Naive Bayes, 

Logistic Regression (LR), K-Nearest 

Neighbour (KNN), and Random Forest (RF). 

The paper titled "DDoS Attack Detection in 

IoT-Based Networks Using Machine 

Learning Models: A Survey and Research 

Directions" was proposed by Alahmadi et al. 

(2023). The objective of this study is to 

conduct a comprehensive assessment of 

pertinent studies and publications pertaining 

to the subject of detecting Distributed Denial 

of Service (DDoS) attacks in Internet of 

Things (IoT) networks by leveraging machine 

learning methodologies. 

Ebtihal and Onytra (2021) put forth a 

proposal for the detection of Distributed 

Denial of Service (DDoS) attacks through the 

utilisation of machine learning models. This 

study entails the examination of various 

machine learning models and their use within 

the DDoS detection system. This study 

examines the matter of improving the 

accuracy of detecting DDoS assaults by 

utilising the widely recognised 

CICDDoS2019 dataset. The researchers 

employed two primary methodologies to 

identify the most pertinent aspects. Based on 

the obtained findings, it was observed that the 

Random Forest Machine Learning model 

exhibited the highest level of detection 

accuracy, achieving a remarkable rate of 

99.9974%.  

Sumathi and Karthikeyan (2021) put up a 

novel approach for detecting distributed 

denial of service attacks through the 

utilisation of deep learning neural networks. 

This study assesses the network performance 

by employing a deep learning neural network 

classifier alongside a cost reduction 

technique. The evaluation is conducted on a 

publicly accessible dataset. The methodology 

employed in this study incorporates the 

utilisation of the KDD Cup, DARPA 1999, 

DARPA 2000, and CONFICKER databases. 

Performance analysis involves the evaluation 

of many performance measures, including but 

not limited to detection accuracy, cost per 

sample, average latency, packet loss, 

overhead, packet delivery ratio, and 

throughput. The simulation results indicate 

that the DNN Cost minimization algorithm 

yields superior outcomes in terms of 

achieving a high detection accuracy of 99% 

while also reducing false positives. 

Additionally, this algorithm demonstrates 

high average delay, minimal packet loss, 

reduced overhead, high packet delivery ratio, 

and increased throughput compared to 

existing algorithms. Pasumponpandia and 

Smys (2019) introduced a machine learning-

based approach for detecting DDoS attacks in 

telecommunication networks. The 

telecommunication network, which consists 

of terminal nodes, facilitates connectivity 

across the entire system. The rapid 

advancements in communications networks 

and information technology have facilitated a 

seamless connectivity and the ability to store 

and transmit large amounts of sensitive 

information in the form of text and speech. 

Telecommunication networks are susceptible 

to many cyber-threats, with distributed denial 

of service (DDoS) attacks being the most 

prevalent. These cyber-threats result in the 

denial of services to users. The present study 

employs a hybrid approach, integrating neural 

network and support vector machine 
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techniques, to propose a method for detecting 

and classifying distributed denial-of-service 

(DDoS) assaults within telecommunication 

networks. The utilisation of the network 

simulator-2 for performance evaluation 

allows for improved detection accuracy in 

relation to the proposed method. 

Muhammad and Syed (2019) put out a 

methodology that utilises clustering as a basis 

for semi-supervised machine learning in the 

classification of DDoS attacks. This research 

presents a clustering-based methodology for 

differentiating network traffic data that 

encompasses both regular and Distributed 

Denial of Service (DDoS) activity. The 

attributes are utilised for the purpose of 

identifying attacks from the perspective of the 

victim. The study showcases three specific 

features that can be observed on the targeted 

system. The clustering techniques encompass 

agglomerative clustering and K-means 

clustering, both of which are employed in 

conjunction with feature extraction using 

Principal Component Analysis (PCA). A 

proposed voting mechanism is utilised to 

assign labels to the data and derive distinct 

classifications for distinguishing attacks from 

typical traffic. Following the process of 

labelling, the application of supervised 

machine learning methods such as k-Nearest 

Neighbours (kNN), Support Vector Machine 

(SVM), and Random Forest (RF) is carried 

out to acquire the trained models that will be 

utilised for subsequent classification tasks. 

The experimental results demonstrate that the 

k-nearest neighbours (kNN), support vector 

machine (SVM), and random forest (RF) 

models achieve accuracy scores of 95%, 92%, 

and 96.66% correspondingly when optimised 

parameter tuning is applied within the 

specified value ranges. Ultimately, the 

approach is further substantiated through the 

utilisation of a portion of benchmark dataset 

containing novel attack vectors. 

Francisco et al. (2019) put out a proposal 

titled "Smart Detection: An Online Approach 

for DoS/DDoS Attack Detection Using 

Machine Learning." This article introduces a 

method for detecting Denial-of-Service (DoS) 

attacks using machine learning (ML) 

techniques. The suggested methodology 

utilises inferences derived from previously 

collected signatures obtained from samples of 

network traffic. The studies were conducted 

utilising four contemporary benchmark 

datasets. The findings indicate that the online 

detection rate (DR) of attacks exceeds 96%, 

demonstrating a high level of accuracy 

(PREC) and a low false alarm rate (FAR) 

when employing a sample rate (SR) 

equivalent to 20% of the network traffic. 

DESIGN METHODOLOGY 

This section describes the various 

components of the proposed system 

architecture. It also shows how the various 

components are connected in building a 

robust framework for the detection of DDoS 

attacks on network logs. 

Data Pre-processing
Feature Extraction 

Module

Model Output Random Forest
Gradient 

Boosting

Recurrent Neural 

Network

DDOS Dataset

ML & DL Classifiers 

 

Figure 1: Architectural Design 
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DDOS Dataset: This dataset contains labelled network logs from various types of DDOS attacks in 

the ARFF file format. Data is labelled by attributes that describe each component of the data. The 

dataset contains 29 attributes.  

 

Figure 2: Dataset Sample 

Data Pre-Processing: we applied Standard 

scaler and data cleaning data cleaning process 

in this module. Data cleaning involves 

identifying and handling missing values, 

outliers, and inconsistencies in a dataset to 

ensure data quality and reliability.  

Feature Extraction: we applied random 

forest classifier in selecting important 

features. The steps for the random forest 

classifier can be seen as follows: 

1. For each tree b in the Random Forest: 

i. Calculate the Gini impurity (or 

another chosen impurity 

measure) of the dataset at the 

root node before the split, 

denoted as Gini_root. 

ii. Calculate the weighted 

average Gini impurity of the 

child nodes after the split, 

denoted as Gini_children. The 

weight is the number of data 

points in each child node 

divided by the total number of 

data points in the root node. 

2. For each tree b, calculate the decrease 

in Gini impurity (or other chosen 

impurity measure) due to splitting on 

feature X_i: 

i. Decrease in Gini (X_i) = 

Gini_root - Gini_children 

3. Calculate the average decrease in Gini 

impurity (or impurity measure) for 

feature X_i over all trees in the 

Random Forest: 

i. Average Decrease in Gini 

(X_i) = (1 / B) * Σ Decrease in 

Gini (X_i) for all trees b 

4. Normalize the feature importance 

values so that they sum up to 1 or 100 

(depending on your preference).  

ML & DL Classifiers: Here, we applied two 

ML models and one DL model for the 

detection of Distributed Denial of Service 

(DDOS) attacks on network logs. The three 

classifiers were both applied on the DDOS 

dataset. The classifiers were evaluated using 

classification report and confusion matrix. 

Model Output: This displays the various 

types of DDOS attacks on network logs.  The 

output of the model shows the classified 

result of the model which comprise of the 

different types of DDoS attacks on network 

logs. 

4. Experimental Setup 

We set up an experiment on googlecolab. The 

experimental phase has to  with the analysis 

phase and the implementation of two 

Machine Learning (ML) models and a Deep 

Learning (DL) model for the detection of 

Distributed Denial of Service Attacks 
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(DDOS) on network system. The ML models 

are Random Forest Classifier and Gradient 

Bosten Classifier. Recurrent Neural Network 

was used for the Deep Learning Model.  

Data Analysis Phase 

We made use of pandas, seaborn, and 

matplotlib library in conducting analysis on 

the DDOS dataset. The analysis was to enable 

us get a proper insight on the dataset before 

training the DL models for the detection 

DDOS attacks on network system. First, we 

check if the dataset contains some nan and 

duplicate values. We used pandas in 

achieving this. Second, we plotted a bar chart 

to check if the number of classes (different 

types of the DDOS attacks) have the same 

number of instances. The bar chat in Figure 3 

shows that the number of instances of each of 

the different types of DDOS attacks. From the 

bar chart, we can see that the number of 

instances of the different classes of the DDOS 

attacks are not the same. That simply make 

the dataset imbalance, this simply means that 

if the data imbalance is not solved, the ML 

and Dl classifier will produce high rate of 

false positive and negative. To solve the data 

imbalance problem, we perform random 

under sampling using an under-sampling 

technique called RandomUnderSampler. We 

used this to down sample the dataset, making 

all the classes have equal number of 

instances. The down sampled data can be 

seen in the bar chart in Figure 4. 

Finally, we extracted important features from 

the dataset by using the Random forest 

Classifier (RF). The RF classifier was used in 

ranking the features of the dataset. Table 1 

shows the extracted features (The most 

important features), and Figure 5 shows the 

visualized plot of the important features.  

 

Figure 3: Bar chart of the imbalanced classes.  

 

Figure 4:    Bar chat of the balanced classes.  
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Table 1: Extracted Features 

S/N Feature Important_Features 

0 PKT_RATE 0.104397  

1 LAST_PKT_RESEVED 0.102332  

2 BYTE_RATE 0.08825  

3 SEQ_NUMBER 0.063824  

4 UTILIZATION 0.06279  

5 NUMBER_OF_BYTE 0.052854  

6 PKT_AVG_SIZE 0.047177  

7 PKT_ID 0.042966  

8 DES_ADD 0.039965  

9 FID 0.039018  

 

 

Figure 5: Bar Chart of Top 10 Important Features 

 

Model Training with Random Forest (RF) 

For the detection of DDOS attacks, we trained a RF model on the DDOS dataset. The RF model 

was trained on the DDOS dataset by fine tuning the hyper parameters. The number of estimators of 

the RF model was fine tuned to 1000. The RF model was used to make prediction in an unseen 

dataset to detect the various types of the DDOS attacks. The result of the RF model was evaluated 

using matrix evaluation (Classification matrix, and Confusion matrix). The result of the RF model 

can be seen in Figure 6 and Figure 7. 
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Figure 6: Classification Report of the RF Model. 

 

The RF model achieved an accuracy of 79% on the test data (unseen) data. 

 

Figure 7: Confusion Matrix of the RF Model. 

 

Model Training with Gradient Boost Classifier (GBC) 

The GBC model on the DDOS dataset. We fine-tuned the hyper parameters. The fine-tuned 

parameters are n_estimators=100, learning_rate=0.1, max_depth=3, random_state=42. The GBC 

model was used to make prediction in an unseen dataset to detect the various types of the DDOS 

attacks. The result of the GBC model was also evaluated using matrix evaluation (Classification 

matrix, and Confusion matrix). The result of the GBC model can be seen in Figure 8 and Figure 9. 
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Figure 8: Classification Report GBC model.  

 

 

The GBC model had an accuracy of 82% on the test data. 

 

Figure 9: Confusion Matrix of the GBC Model. 

 

Model Training with Recurrent Neural Network (RNN) 

Finally, we trained an RNN model for the detection of DDOS attacks on network system. The RNN 

model was trained by fine tuning it’s hyper parameters. The fine tuned parameters. The RNN 

model has three layers, one input layer with input neuron of 256, a hidden layer with an input 

neural of 256, and finally the output layer with dense layer 5. The hyper parameters used here are 

relu and softmax for activation functions, optimizer = ‘adam’, and loss =’categorical_consentropy’, 

batch_size=64, and epoch =7. The result of the RNN model for both training and evaluation can be 

seen in Table 2, 10, 11. 
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Table 2: Training Steps of RNN model 

Epoch 1/5 

100000/100000 [==============================] - 32s 318us/step - loss: 0.1963 - accuracy: 0.9308 - 

val_loss: 0.1937 - val_accuracy: 0.9334 

Epoch 2/5 

100000/100000 [==============================] - 28s 281us/step - loss: 0.0757 - accuracy: 0.9742 - 

val_loss: 0.1265 - val_accuracy: 0.9609 

Epoch 3/5 

100000/100000 [==============================] - 27s 271us/step - loss: 0.0519 - accuracy: 0.9828 - 

val_loss: 0.1504 - val_accuracy: 0.9549 

Epoch 4/5 

100000/100000 [==============================] - 28s 281us/step - loss: 0.0395 - accuracy: 0.9869 - 

val_loss: 0.1420 - val_accuracy: 0.9616 

Epoch 5/5 

100000/100000 [==============================] - 27s 271us/step - loss: 0.0323 - accuracy: 0.9897 - 

val_loss: 0.1616 - val_accuracy: 0.9567 

 

 

Figure 10: Training Accuracy For Both Training and Validation. 

 

 

Figure 11: Loss values for training and Validation. 
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Table 3 Performance Evaluation 

Classifier Accuracy (%) 

RF 79 

GBC 82 

RNN 99 

 

 

Figure 12: Barchat of Evaluated Parameters. 

CONCLUSION 

The application of machine learning 

techniques, including Random Forest, 

Gradient Boosting, and Recurrent Neural 

Network, in the detection of Distributed 

Denial of Service (DDoS) attacks is a 

promising step forward in the realm of 

cybersecurity. While this paper 

acknowledged the challenges associated with 

machine learning in DDoS mitigation, such as 

adversarial evasion and the need for high-

quality data and continuous model 

refinement, it also demonstrated the potential 

effectiveness of these models in addressing 

the persistent threat of DDoS attacks. One 

notable aspect of this research was the 

recognition of the imbalanced nature of 

DDoS datasets and the proactive approach of 

employing random under-sampling to 

mitigate this issue. The results of the models, 

with a noteworthy accuracy of 99.47% for the 

recurrent neural network, indicate that these 

machine learning methods hold great promise 

for accurately detecting various types of 

DDoS attacks in real-world scenarios. 

However, it is crucial to recognize that 

cybersecurity is an ever-evolving field, and 

attackers are continually developing new 

techniques to bypass defenses. Therefore, 

security teams must remain vigilant in 

adapting and fine-tuning machine learning 

models to address emerging threats 

effectively. Nevertheless, this research serves 

as a testament to the potential of machine 

learning in bolstering our defenses against 

DDoS attacks and highlights the importance 

of ongoing research and development in this 

area to ensure the security of our 

interconnected world. 
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