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Abstract
Anaesthesiologists are increasingly more involved in perioperative patient care wherein interpretation of special investigations is crucial to making therapeutic and prognostic decisions. Furthermore, anaesthetic journal publications increasingly rely on diagnostic tests, without paying sufficient attention to the methodology for evaluation of the predictive ability of these tests, particularly when conducting research. The purpose of this article is to provide an introduction to the principles underlying the objective appraisal of diagnostic tests and to provide basic tools for that purpose. Basic concepts about probability and conditional probability are introduced. An explanation is given how Bayes’ theorem can be used to apply new information to improve uncertainty about a diagnosis. Various indices of diagnostic accuracy are clarified using simple probabilistic notation applied to a 2x2 table from which they can be calculated. Two clinical examples are employed to illustrate these concepts. The calculations are made easier using a spreadsheet that may be downloaded from the Internet and by using Fagan’s nomogram. The use of receiver operating characteristic (ROC) curves for choosing a suitable cut-off point between positive and negative tests is explained.
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Diagnostic tests are used to help ascertain the presence or absence of a condition (disease). There is often uncertainty about how much reliance clinicians can place on a particular test for the purpose of establishing a diagnosis. For example blood concentrations of enzymes can be used to detect organ disease. This often means that test results are considered positive or negative beyond a predefined “cut-off” value. However patients who do not have the disease may have positive test results (false positive) and conversely, diseased persons may have negative test results (false negative). A good test should reliably indicate whether a disease is probable or unlikely. The methodology that is used to evaluate the predictive ability of diagnostic tests is well described in texts on medical statistics1-6, but has received little attention in the anaesthetic literature. Anaesthesiologists are increasingly involved in perioperative patient care and often the interpretation of special investigations is crucial to making therapeutic and prognostic decisions. Furthermore, an increasing number of anaesthesiology-related journal articles relate to the development and evaluation of new diagnostic procedures. For example, a search through four leading journals’ reveals that between 1991 and 2002 there were 67 articles that discussed special investigations by means of receiver operating characteristic (ROC) curves.

Appraising the predictive abilities of diagnostic tests can be surprisingly difficult. The purpose of this article is to provide an introduction to the principles underlying the objective evaluation of diagnostic tests. Starting from basic concepts about probability, Bayes’ theorem will be introduced and an explanation given as to how it can be used in applying new information to improve uncertainty about a diagnosis. An approach to the application and evaluation of diagnostic research is given. These concepts will be explained using simple probabilistic notation applied to a 2x2 table from which the necessary calculations can be made.

Basic concepts about probability
Probability expresses our degree of certainty about future events. The probability (denoted P) of an event is defined as the number of times we believe that it is likely to occur divided by the number of times that it could possibly occur.

\[
P = \frac{\text{No. of times an event is likely to occur}}{\text{No. of times it could possibly occur}}
\]

Conventionally, probability is expressed as a number between 0 and 1 (or as a percentage between 0 and 100%). An event with a probability of 0 will never happen and an event with probability 1 is certain to happen. For example when throwing a dice many times, a 4 is likely to occur on average 1 in 6 times: The probability is 1/6 = 0.167 (Approximately 17% of the time). The probability of an event not occurring is 1 – P. In the example of the dice the probability of not throwing a 4 is 1 – 0.167 = 0.833.
If two events are truly independent (i.e. the occurrence of one does not influence the occurrence of the other), the probability of either one occurring is the sum of the individual probabilities.

Thus

\[ P(A) \text{ or } P(B) = P(A) + P(B) \quad \text{Equation-1} \]

Where \( P(A) \) and \( P(B) \) are the probabilities of events \( A \) and \( B \) respectively. The dice example reveals that the probability of throwing either a four or a six with a single throw is \( 1/6 + 1/6 = 1/3 \) or 0.33. On the other hand, the probability of two events occurring simultaneously is the product of the individual probabilities. Thus

\[ P(A) \text{ and } P(B) = P(A) \times P(B) \quad \text{Equation-2} \]

For example, the probability of throwing a pair of dice so that a four and a six occur simultaneously, is given by: \( 1/6 \times 1/6 = 1/36 = 0.028. \) Another method of expressing our degree of certainty about future events is the odds. The odds of an event is defined as the ratio of the number of times that the event is likely to occur to the number of times that it is not likely to occur.

\[ \text{Odds} = \frac{P}{1 - P} \]

Odds can be converted to probability: \[ P = \frac{\text{odds}}{(1 + \text{odds})} \]

In the example of the dice, the odds of throwing a 4 are: \( 0.167 \) / \( 0.833 = 0.2 \) (i.e. 1/5 or 1:5)

This can be interpreted as indicating that it is 5 times less likely to throw a 4 with a single throw than not to throw a 4.

**Conditional probabilities and the definition of Bayes' theorem**

There are three important aspects that affect the ability of a test to predict the presence of a condition (e.g. a disease). These are the pretest probability, the sensitivity and the specificity. The pretest probability denotes the probability of the disease being present prior to testing. This could be the prevalence of the disease in the population, or it could be the index of suspicion that the clinician has estimated, based on his/her clinical history and examination.

The sensitivity of a test is defined as the proportion of persons who have the condition who test positively. This is also known as the true positive rate (TPR). The specificity of a test is defined as the proportion of persons without the disease who have a negative test result. This is also termed the true negative rate (TNR). Coupled to these two basic definitions are the concepts of the false positive rate and the false negative rate. The false positive rate (FPR) is the proportion of healthy persons (without the disease) who test positively. The false negative rate (FNR) is the proportion of diseased persons who test negatively. From these definitions, it can be deduced that \( \text{FNR} = 1 - \text{sensitivity} \) and \( \text{FPR} = 1 - \text{specificity} \).

These relationships are best understood (and remembered) by constructing a 2 x 2 table (Table I). Referring to the 2 x 2 table, the columns denote the presence or absence of disease (\( D^+ \) or \( D^- \)) and the rows represent the positive and negative tests (\( T^+ \) and \( T^- \)). The prevalence (or pretest probability) of the disease is given by \( (a+c) / (a+b+c+d) \), i.e. the proportion of the population who have the disease. In probability notation this is represented by \( P(D^+) \). The number of true positives (TP) is denoted by \( a \). Likewise, specificity, the true negative rate (TNR), is calculated as \( d/(d+b) \), and so forth for FNR (see Table I).

In probability notation, sensitivity (or TPR) = \( P(T^+|D^+) \) where the "|" is read as "given". Likewise: False positive rate = \( P(T^+|D^-) \) and specificity = \( P(T^-|D^-) \). These are known as conditional probabilities. A conditional probability is defined as the probability that an event is true, on condition that another event is also true. Note that this is different from the two dice example where the two events (e.g. throwing a "4" and a "6" simultaneously) are completely independent. On the contrary, \( P(T^+|D^-) \) expresses the probability of obtaining a positive test on condition that only patients who have the disease are tested. This is different from the probability of obtaining a positive test from an individual chosen from the population at random, which in this case is given by \( P(T^+) \).

The probability of event \( A \) occurring conditional upon event \( B \), i.e. \( P(A|B) \), is formally defined using the product rule as described above in equation-2:

\[ P(A \text{ and } B) = P(A|B).P(B) \quad \text{Equation-3} \]

Furthermore the ordering of the events is unimportant so that

\[ P(A|B).P(B) = P(B|A).P(A) \quad \text{Equation-4} \]

Solving equation-3 for the conditional probability gives:

\[ P(A|B) = \frac{P(A \text{ and } B)}{P(B)} \quad \text{Equation-5} \]

Equation-5 is known as Bayes’ theorem.

**Application of Bayes’ theorem to diagnostic testing**

Unfortunately, sensitivity and specificity alone do not estimate the likelihood of disease in a particular patient. For this it is necessary to combine these indices with the previous knowledge we have about the patient, in order to determine whether a test result indicates whether the disease in question is present or absent. What we want to know clinically, is what is the probability of disease given a positive test? i.e. \( P(D^+|T^+) \). For example, given prior knowledge about the incidence of coronary heart disease in men over 50 years, we may wish to know what the probability is of coronary heart

* Thomas Bayes (1702-1761) was a non-conformist minister from Tunbridge Wells whose work on probability theory was discovered by his relatives after his death. With Bayes’ theorem, one can relate the knowledge one has about prior probability of an event to the probability of that event after the addition of new knowledge.
disease after a positive exercise tolerance test? The prior knowledge is expressed by the prior probability of the disease, P(D+), which is also known as the pretest probability. As mentioned above, this may merely be the prevalence of the disease in the population under consideration, or it may be based upon the clinician’s index of suspicion. P(D+|T+) is known as the posterior probability of the test, or the post-test probability. These questions of course are about conditional probability and therefore are appropriate for the application of Bayes’ theorem.

By applying Bayes’ theorem to equation-5, the following expression to calculate the posttest probability of the disease can be derived (see Appendix).

\[
P(D+|T+) = \frac{P(D+).TPR}{P(D+).TPR + \{(1 - P(D+)).FPR\}}
\]

Thus using Bayes’ theorem, it is possible to calculate the post-test probability of disease, provided the following is known with regard to a diagnostic test: the pretest probability, the true positive rate (sensitivity), and the false positive rate (or the specificity which is 1 – FPR).

Likewise, it is possible to calculate the probability of disease if the test result is negative:
\[
P(D+).(1 – TPR) \]
\[
P(D+|T-) = \frac{P(D+).(1 - TPR)}{P(D+).(1 - TPR) + \{(1 – P(D+)).(1 - FPR}\} \quad \text{Equation A5}
\]

**Example:** In a 55-year-old man with haemoptysis and a history of cigarette smoking it is estimated that the pretest probability of lung cancer is 0.4 (i.e. \(P(D+)\)). If a mass lesion is found on chest X-ray examination, we can calculate the probability of the patient having lung cancer using equations A4 and A5, if we know the sensitivity and the specificity for that finding. It has been established that these values are: sensitivity (TPR) = 0.6 and specificity (1 – FPR) = 0.96.

\[
P(D+|T+) = \frac{0.4 \times 0.6}{(0.4 \times 0.6) + \{(1 – 0.4) \times 0.04\}} = 0.91
\]

\[
P(D+|T-) = \frac{0.4 \times 0.4}{(0.4 \times 0.4) + \{1 – 0.4)(1 – 0.04)\} = 0.22
\]

Therefore, in this patient, finding a mass lesion in a chest X-ray photograph practically rules in the presence of lung cancer, while the absence thereof reduces its probability by more than half, but does not rule it out and therefore the clinician should continue to suspect that it may indeed be present.

**Bayes’ theorem: The dependence of post-test probability upon pretest probability**

Continuing with the example of the chest X-ray, the probability of lung cancer in 55-year-old non-smokers is much less than that of smokers. Let us assume that their pretest probability is 0.001. Calculation of the post-test probability using equations A4 and A5 now reveals that if a mass lesion is found on chest X-ray examination, the post-test probability of lung cancer is only 0.015 and that of a negative test is 0.004. This example illustrates an important point, namely that the post-test probability depends upon the pretest probability, the former increasing as the latter increases. Examining equation A4 reveals that the posttest probability, \(P(D+|T+)\), is related to the pretest probability, \(P(D+)\) non linearly: Equation A4 has the form:

\[
y = \frac{ax}{bx + c}
\]

where \(y\) is the post-test probability, \(P(D+|T+)\) and \(x\) is the pretest probability, \(P(D+)\). The graph of this function is a rectangular hyperbola. Figure 1 depicts the post-test probability for all possible values of the pretest probability, using the example of an X-ray examination for lung cancer (TPR = 0.6, FPR = 0.04). The diagonal line in Figure 1, the line of identity, defines a posttest probability that is equal to the pretest probability for all values of the pretest probability; i.e. denoting a useless test. An ideal test would be for a positive test to have posttest values of 1 for all values of the pretest probability (i.e. lie along the upper abscissa) and for a negative test the post-test probability would always be zero (i.e. lie along the lower abscissa). In real life where tests are less than perfect, the post-test probabilities for a positive result lie somewhere above the line of identity, i.e. a meaningful positive test increases the post-test probability (upper curve in Figure 1). For a negative result, the post-test probabilities lie below the line of identity, i.e. a negative test reduces the post-test probability (lower curve in Figure 1). Note that the curve for a negative test is not a mirror image of that for a positive test.

**Bayes’ theorem: The influence of the TPR and the FPR on the interpretation of diagnostic tests**

It is apparent from equations A4 and A5 that besides being influenced by the pretest probability, the post-test probability is also affected by the TPR and the FPR. This is illustrated by Figure-2 which depicts curves for the chest X-ray example for FPR of 0.02, 0.04 and 0.1. Note that the interpretation of a positive test is heavily influenced by the FPR of the test, whereas a negative test is only slightly affected. Figure-3 illustrates the influence of the TPR (sensitivity) on post-test probabilities for TPR of 0.9, 0.6 and 0.4. Here the interpretation of a positive test is little influenced by variation in TPR whereas a negative test is heavily influenced.

**Using the 2x2 table to calculate the accuracy of diagnostic tests**

Equations A4 and A5 (derived from Bayes’ theorem) are useful to demonstrate how the post-test probabilities of diagnostic tests are influenced by the pretest probability the sensitiv-
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ity and the specificity. However when calculating the conditional probabilities of diagnostic tests, many clinicians find it simpler to use a 2x2 table. Referring to Table I, the post-test probability of a positive test is calculated by $c/(c+d)$, i.e. $P(D+|T-)$. If the 2x2 table comprises results from a study group, the above calculation is termed the Positive Predictive Value (PPV). The Negative Predictive Value (NPV) is the probability of disease being absent in the study group, given a negative test result, i.e. $P(D-|T-)$. 

**Discriminating between sick and healthy patients: Likelihood ratio**

The usefulness of predicting posterior probabilities is limited, because of their susceptibility to influences by the prior probability of the disease. The likelihood ratio (LR) compares the probability for a positive test result in persons who have the disease with the probability for a positive test result in healthy persons. This ratio simplifies the calculation of predictive values and furthermore it is independent of the disease prevalence. There are two kinds of likelihood ratios, positive and negative. The positive likelihood ratio (LR+) is defined as the probability of a diseased person having a positive test result compared to the probability of a non-diseased person having a positive test result. The negative likelihood (LR-) ratio is defined as the probability of a diseased person having a negative test result compared to the probability of a non-diseased person having a negative test result.

In probability notation:

\[
LR^+ = \frac{P(T+|D+)}{P(T+|D-)} \quad LR^- = \frac{P(T-|D-)}{P(T-|D+)}
\]

Using the 2x2 table (Table I) the likelihood ratios can be calculated as follows:

\[
LR^+ = \frac{a}{a + c} \quad LR^- = \frac{c}{a + c}
\]

\[
LR^+ = \frac{b}{b + d} \quad LR^- = \frac{d}{b + d}
\]

From the above definitions, it can be seen that likelihood ratios can also be expressed in terms of TPR, FPR, TNR and FNR, as well as sensitivity and specificity:

\[
LR^+ = \frac{TPR}{FPR} = \frac{1}{FNR} \quad LR^- = \frac{TNR}{FNR} = \frac{1}{sensitivity}
\]

\[
LR^+ = \frac{sensitivity}{(1 - specificity)} \quad LR^- = \frac{(1 - sensitivity)}{specificity}
\]

Likelihood ratios are a powerful tool for discriminating between sick and healthy patients and as mentioned, have the advantage that they are independent of the pretest probabilities. A LR+ of 10 means that a diseased patient is 10 times more likely to have a positive test than a healthy patient. Unfortunately they do not say much about post-test probabilities, so that the ratios need to be quite large in order to draw conclusions about post-test probabilities (Table II). Estimating the relationship between pretest probability, likelihood ratio and post-test probability is easily
done using the nomogram of Fagan (Figure 4). Using this nomogram, it is possible to estimate post-test probabilities of disease for various pretest probabilities, after you have calculated the likelihood ratio. This powerful tool is equivalent to referring to the graphs of conditional probabilities (Figures 1-3). Both positive and negative likelihood ratios may be employed to obtain post-test probabilities for positive, as well as for negative test results.

In the previously discussed example of the chest X-ray examination of a 55 year old male smoker (where prevalence = 0.4, TPR = 0.6, FPR = 0.04): LR+ = TPR / FPR = 0.6 / 0.04 = 15. This implies that there is a 15x greater probability that a patient who has lung cancer will have a mass lesion on X-ray. On the other hand, LR- = FNR / TNR = (1 - TPR) / (1 – FPR) = 0.4 / 0.96 = 0.42. This low value implies that a patient without lung cancer has a 1 / 0.42 = 2.4 x greater probability of having a negative result than a patient with lung cancer. Referring to Table II, this implies only a small change in the pretest estimation of the probability of lung cancer, as we already have seen in the calculation of the posttest probability according to Bayes’ theorem.

A popular method for calculating the effect of a test result on the likelihood of disease being present is to calculate the posttest odds of the presence of disease, which are defined as follows:

Post-test odds = Pretest odds x Likelihood ratio

In the example of the chest X-ray examination the posttest odds are: 0.4 / (1 – 0.4) = 0.4 / 0.6 = 1:1.5. After detecting a mass lesion, the post-test odds are 0.4 / 0.6 x LR+ = 0.4 / 0.6 x 15 = 10:1. This can be interpreted as implying that in the presence of a mass lesion there will be 10 times as many persons with cancer than those without. If a mass lesion is not detected, then the post-test odds are 0.4 / 0.6 x LR- = 0.4 / 0.6 x .42 = 0.28 = 1 / 3.6 or 1 : 3.6. This can be interpreted as implying that in the absence of a mass lesion, there will be one person who has cancer for every 3.6 persons who does not.

An example: Estimating the predictive value of a test following a study that developed a test for difficult intubation.

Let us assume that a new test for predicting difficult intubation is reported from a study involving 1000 patients and that 100 of these patients (10%) presented difficult intubations. The sensitivity and specificity of the test was reported to be 95% and 90% respectively. We have sufficient information to construct a 2x2 table (Table III).

<table>
<thead>
<tr>
<th>Likelihood Ratio</th>
<th>Change in disease probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;10 or &lt;0.1</td>
<td>large change</td>
</tr>
<tr>
<td>5 – 10 or 0.1 – 0.2</td>
<td>moderate change</td>
</tr>
<tr>
<td>2 – 5 or 0.2 – 0.5</td>
<td>small change</td>
</tr>
<tr>
<td>2 and 0.5</td>
<td>little or no change</td>
</tr>
<tr>
<td>1</td>
<td>no change</td>
</tr>
</tbody>
</table>

LR = 0 excludes disease, infinity excludes normality

Likelihood ratios (LR) need to be quite large in order to change the pretest and posttest probabilities of disease.
(PPV) is defined as the ratio between those subjects who actually have the disease and all the subjects who test positively. In Table I the PPV is given by a/(a+b), i.e. PPV = TP / (TP + FP) and it is numerically equal to the post-test probability of Bayes’ theorem. However, although numerically the same, there are subtle differences as discussed below. The negative predictive value (NPV) defines the ability of a negative result to define those individuals who do not have the condition. It is defined as the ratio between those subjects who do not have the disease to all of those who tested negatively. In Table I it is given by d/(c+d), i.e. NPV = TN / (TN + FN).

The results of the calculated parameters for estimating the diagnostic accuracy of the test to predict difficult intubation are presented in Table IV. In our example, the positive predictive value is 95 / (95 + 90) = 0.514. Therefore, if we get a positive result, we are only 51.4% sure that there will be a difficult intubation (not much better than flipping a coin). The negative predictive value is 810 / (5 + 810) = 0.994. Therefore, in this example, a negative result virtually rules out the possibility that a difficult intubation will occur. This case in point illustrates that a 95% sensitivity does not necessarily mean that we have a 95% reliability for diagnosing sick persons because the predictability depends on the prevalence of the disease. As the prevalence decreases, the PPV decreases and the NPV increases, as described above in the discussion of Bayes’ theorem (Figure 1). The converse is true when the prevalence increases. A low PPV implies a high false-positive rate and it is important that persons are not unnecessarily alarmed by the occurrence of a positive test, when in fact they do not have the disease!

The LR+ of 9.5 indicates that a person with a difficult intubation was 9.5 times more likely to have exhibited a positive test than a person who did not have a difficult intubation. On the other hand, the LR- of 0.056 indicates that a person with a difficult intubation is 18 times less likely to test negatively than a person who does not experience a difficult intubation. The post-test odds of 1.056 provide essentially the same information as the PPV, namely that after obtaining a positive test, there is approximately a 50:50 chance that intubation will be difficult.

This is one of the problems that arise using screening tests in a low prevalence environment. Although a negative test can virtually rule out the disease, a positive test with a low PPV does not mean very much and can lead to unnecessary anxiety, as well as expensive further testing. Screening tests should preferably have a high PPV. As a general rule, screening tests should give the assurance that a negative result is really negative i.e. there should be very few false negative results. Therefore a highly sensitive test is preferred. A useful acronym is SNOU T i.e. to use a SEnsitive test to rule OUT disease. On the other hand, if there is evidence of disease, a test that results in very few false positive results is preferred. Therefore a highly specific test is favoured. Here the acronym is SPIN.
because a specific test rules IN disease.

Outwardly it appears that predictive values derived from a 2 x 2 table after a study are identical to the posterior probabilities as described above in the discussion on Bayes’ theorem: indeed they are numerically equal. They are, however, not quite the same. Sox et al.5 state: “Both answer the question ‘Given this test result, what is the likelihood that my patient has the disease?’ However there are important differences between posterior probability and predictive value. Posterior probability is a far more useful means of expressing uncertainty.

Predictive value is:
• Defined as the proportion of study patients with a test result who have disease (or no disease).
• Calculated from a 2 x 2 table of results in a defined population of patients
• Dependent on the prevalence of disease in the defined (study) population.

Posterior probability is:
• Defined as the probability of disease after new information is taken into account.
• Calculated from Bayes’ theorem
• Dependent on the prior probability of disease, which is defined as an opinion about the likelihood of an event prior to the receipt of new information.

Thus the predictive value is an observable number obtained from a defined population and does not necessarily apply to another population. If the true positive rate and the false positive rate of a clinical finding are known, posterior probability can be used to interpret the finding in any population.” The authors discuss the pitfalls of using predictive values as surrogates for posterior probabilities. These mainly concern the design of the study and the application of the findings from one population to another population. Rheeder and Ker 4 have summarized guidelines on evaluating an article on diagnostic research from the literature9,10 and these are presented in Table V.

As with Bayes’ theorem, calculation of likelihood ratios from the 2 x 2 table of a study group is helpful in distinguishing between sick and healthy persons and are independent of the prevalence of the disease in question.

Evaluating diagnostic research: The dilemma of deciding when a test is abnormal

In the preceding discussion, methods were presented whereby it is possible to draw conclusions about the probability of disease after performing a diagnostic test. The assumption was that an optimum cut-off value had been selected to distinguish between positive and negative tests. This section will discuss the problem of finding an optimum value to define the difference between positive and negative test results.

If the test is a continuous variable with a normal distribution, a perfect test can be represented by Figure 5 which illustrates that for an ideal test the distributions of the healthy and the sick populations do not overlap. A “cut-off” point can therefore be chosen that always distinguishes perfectly between sick and healthy individuals. Such tests are rare and often expensive or dangerous. In reality, most distribution curves overlap as depicted by Figure 6. Low values unmistakably denote absence of disease and high values unmistakably indicate disease. However, the area in which the two distribution curves overlap, causes the greatest difficulties in interpretation.

Table V: Evaluating an article on diagnostic research:

<table>
<thead>
<tr>
<th>Is the study valid?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Was there an independent, blind comparison with a reference (gold) standard of diagnosis?</td>
</tr>
<tr>
<td>2. Was the diagnostic test evaluated in an appropriate spectrum of patients (such as those in whom it would be used in practice)?</td>
</tr>
<tr>
<td>3. Was the reference standard applied regardless of the diagnostic test result? (avoiding verification bias)</td>
</tr>
<tr>
<td>4. Were the test’s methods described clearly enough to permit replication?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>What are the results and their level of precision?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. In what form are the results given and how useful are they? (sensitivity / specificity, predictive values, likelihood ratios, odds ratios)</td>
</tr>
<tr>
<td>2. Are confidence intervals provided around these mean estimates?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Can I use these results in clinical practice?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Will the test be reproducible and well interpreted in my practice setting?</td>
</tr>
<tr>
<td>2. Are the results applicable to my patients?</td>
</tr>
<tr>
<td>3. Will the test results change my management?</td>
</tr>
<tr>
<td>4. Will my patients be better off because of the test?</td>
</tr>
</tbody>
</table>
and has a low false negative rate. A test with high specificity is “specific to health” and has a low false positive rate. There is, however, a trade-off between sensitivity and specificity as is illustrated by Figure 7. Laboratories usually report normal values as a mean and a standard deviation (SD). A reasonable value for a cut-off point to distinguish between a normal and an abnormal result could perhaps be 2x standard deviations from the mean of the curve for the healthy patients. In this example, the dark shaded area indicates the FPR and the striped area, the FNR. It is evident that the diagnosis would be missed in a large proportion of sick patients because of a large FNR. If one shifts the cut-off point leftwards to decrease the FNR, the FPR increases and vice versa.

**Receiver-operating characteristic (ROC) curves**

The relationship between sensitivity and specificity is well illustrated by the use of ROC curves. The curve is obtained by plotting the true positive rate (sensitivity) of the test for all possible cut-off points on the ordinate versus the false positive rate (1 – specificity) on the abscissa (Figure 8). A test that performs well in discriminating between those with and without the disease will have a curve that deviates sharply upwards and leftwards: i.e. the greater the area under the curve, the better the ability of the test to distinguish between diseased and non-diseased states. The dotted diagonal line (“the line of unity”) depicts a test that cannot distinguish between individuals with and without disease (i.e. a test result that occurs purely by chance). The diagonal line yields an area below it of 0.5 (50%). In choosing a suitable cut-off value from an ROC, one usually chooses a point on the ROC curve for which the vertical distance from the point to the line of unity is the greatest (double-headed arrow in Figure 8). It can be seen that an ROC curve is a graphical depiction of the positive likelihood ratio of a test \( LR^+ = \text{sensitivity} / (1 - \text{specificity}) \):

\[
\begin{align*}
\text{Probability of obtaining a positive test result in diseased persons} & = \frac{a}{a + c} \\
\text{Probability of obtaining an negative result in diseased persons} & = \frac{c}{a + c}
\end{align*}
\]

(Reminder: the odds of an event occurring is the ratio of the probability of it occurring to the probability of it not occurring). Likewise the odds of obtaining a positive result in healthy persons is

\[
\begin{align*}
\frac{b}{b + d} & = \frac{b}{b + d}
\end{align*}
\]

The odds ratio for obtaining a positive test result is defined as the following ratio:

\[
\begin{align*}
\text{Odds of obtaining a positive result in a diseased person} & = \frac{a/c}{b/d} \\
\text{Odds of obtaining a positive result in a non-diseased person} & = \frac{a/c}{b/d}
\end{align*}
\]

Referring to the 2 x 2 table (Table II), the odds ratio = \( \frac{a/c}{b/d} \)

The odds ratio is also known as the cross-product ratio because it can be obtained by calculating the ratio of the product of the diagonals in a 2 x 2 table.

**The Odds Ratio**

A statistic often used in case-control studies by epidemiologists is the Odds Ratio of a test or of a risk factor. The odds of obtaining a positive test result in persons who have the disease are:
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Appendix: Derivation of an expression to calculate posttest probabilities of diagnostic tests using Bayes’ theorem.

The probability of an event A occurring conditional upon event B i.e. P(A|B) is given by Bayes’ theorem which states:

\[ P(A|B) = \frac{P(A \text{ and } B)}{P(B)} \]  

Equation-5

The posttest probability of a test is given by P(D+|T+) and applying Bayes’ theorem we obtain:

\[ \frac{P(D+ \text{ and } T+)}{P(T+)} = P(D+|T+) \]  

Equation A1

According to the multiplication rule (equation-2):

\[ P(D+ \text{ and } T+) = P(D+|T+).P(T+) = P(T+|D+).P(D+) \]

Equation A2

\[ P(T+) = \text{the probability of a positive test occurring in any individual chosen at random and can be either a true positive or a false positive test: i.e. } P(T+) = (P(T+ \text{ and } D+)) + (P(T+ \text{ and } D-)) \]  

(summation rule, equation-1, similar to the dice example above)

According to the product rule:

\[ P(T+ \text{ and } D+) + P(T+ \text{ and } D-) = P(T+|D+).P(D+) + P(T+|D-).P(D-) \]

Substituting into equation A2:

\[ \frac{P(T+|D+).P(D+)}{P(T+|D+).P(D+) + P(T+|D-).P(D-)} \]

We can express the absence of disease, P(D-), as 1 - P(D+) and substituting we obtain:

\[ \frac{P(T+|D+).P(D+)}{P(T+|D+).P(D+) + (1 - P(D+)).P(D-)} \]

Equation A3

Substituting the definitions for TPR and FPR into equation A3 (Table I) we obtain:

\[ \frac{P(D+).TPR}{P(D+).TPR + ((1 - P(D+)).(1 - FPR))} \]

Equation A4

Likewise it is possible to calculate the probability of disease if the test result is negative:

\[ \frac{P(D+).TPR}{P(D+|T-) = \text{equation A5}} \]

\[ \frac{P(T-|D-)P(D-)}{P(T-|D-).P(D-) + P(T-|D+).P(D+) + (1 - P(D+)).FPR} \]